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Abstract 

This research looks at various bubble sizes in one particular magnetic RAM 

(MAGRAM) type, from grazing incidence (0°) to 45° and at a frequency range from 2-18 

GHz, TE polarization. The results from the absolute RCS measurement of the various 

sized RAM bubbles are discussed in terms of a frequency dependent increase in RCS. In 

the frequency band of interest, 2 -18GHz, a RAM bubble increases the RCS at all angles, 

from grazing incidence (0°) to 45°. From 10 -18GHz the RAM bubble does not cause an 

increase in RCS. In general the highest RCS is at 2GHz and tapers down as frequency 

increases. At near grazing angles the RCS increase due to the bubbles is 10-15dB. At the 

higher angles, the RCS increase due to the bubbles is 10-20dB. The RCS increase is 

relative to the noise plus clutter measurement of the range. The range of absolute RCS 

values for the various bubble sizes can range from -55 dBsm to -25 dBsm. The results of 

these experiments are captured in a statistical model which provides an estimate of the 

bubble's dependence on frequency, angle, and size. 
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TE Scattering From Bubbles In RAM 

Chapter 1 Introduction 

1.1 Motivation 

Low Observable (LO) or Stealth characteristics are of primary concern in the 

design and operation of most modern U.S. Air Force weapon systems, particularly 

aircraft, missiles, and munitions systems. The purpose of employing LO technology in 

today's Air Force is to drastically reduce the radar, laser, infrared, acoustic and visual 

detectability of weapon systems. Presently, the chief threat to Air Force systems is from 

adversaries radar networks. Radars are all weather, long range electromagnetic sensors 

that constitute the bulk of most adversaries air defenses. Subsequently, the main thrust of 

LO technology is to exploit electromagnetic phenomena to reduce a system's Radar 

Cross Section (RCS). There are three primary techniques used to reduce a system's RCS. 

These techniques are platform shaping, active and passive cancellation, and application 

of radar absorbing material (RAM) to the exterior of the system. 

The relative immaturity of the LO aspects on current operational Air Force 

systems has lead to unforeseen engineering and logistical challenges. One current 

challenge of interest is the maintainability of RAM applied to the outer skin of LO 

systems. Challenges facing RAM maintainers are gaps between sheets of RAM, cracks 

in RAM, and liquid or air bubbles under RAM. The culprits involved in degrading the 

RAM are the everyday wear and tear from operational use, improper application of RAM 

by the maintainer and inadequately designed adhesion and putty systems employed by the 

materials engineers. The reason why degraded RAM is an important issue is that cracks, 

gaps and bubbles can cause unintended scattering of radar energy into a weapon system's 
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important threat sectors, thus increasing the likelihood of detection. Therefore, 

maintainers must spend time and money to repair the degraded RAM and operators must 

adjust flight schedules to accommodate the needed maintenance. 

In the past, the vast majority of LO research was geared toward RCS reduction 

through shaping designs and development of the "ideal" RAM. Only recently has the LO 

community started to attack the electromagnetic scattering problems associated with 

degraded RAM. The RCS measurement and prediction of degraded RAM poses a 

difficult problem because individual RCS returns from degraded RAM are usually very 

small. However, the combined effect of several degraded spots can significantly impact a 

LO system's observability. Thus, maintainers, engineers and operators can use any 

knowledge about the consequences that degraded RAM has on the weapon systems RCS. 

An understanding of degraded RAM is important if maintainers, engineers and operators 

are to make intelligent repair and force structure decisions; saving time, money and 

increasing operational readiness. 

1.2 Problem Statement 

Many Air Force weapons systems fielded today and those planned for tomorrow 

may have potential problems with degraded RAM. In order for engineers and 

maintainers to make informed decisions about how degraded RAM increases the 

system's RCS, it is necessary to measure and model the absolute RCS of degraded RAM. 

Engineers and maintainers can then use the data from the measurements to establish a 

database that will aid in the development of effect of defect models for deciding when a 

repair is needed. The primary goals of this research are to, one, identify the absolute 

RCS of several RAM bubble geometries, and two, develop an empirical model using 
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linear regression techniques which the maintainer and engineer can use to determine the 

effect of the RAM bubbles on an LO system's performance. 

1.3 Scope 

As the goals of this thesis are to measure the absolute RCS of several bubble 

geometries and then develop a prediction model, certain limiting assumptions are made. 

The assumptions include investigating a limited aspect angle range (0° - 45°), 

investigating a limited frequency range (2-18 GHz), and investigating only one type of 

RAM. These assumptions place certain limitations on the final prediction model. This 

means the prediction model will only predict the RCS of bubble geometries within the 

range angles and frequencies and only for the particular RAM type studied. However, 

this research serves as a model for investigating other angles, frequencies, and RAM 

types. 

1.4 Approach 

To accomplish these thesis goals, first the electrical properties of the RAM 

samples are measured using a focused beam measurement system at Air Force Research 

Laboratory's Signature Technology office (AFRL/XPN) located on Wright-Patterson 

AFB, OH. The second step is measuring the absolute RCS of various bubble geometries 

over the angle and frequency range of interest to develop a database of measurements. 

For this step AFRL/XPN's compact range facility is utilized. The third step is to use a 

computer model of the bubbles generated with the Jim Rogers' Monstrous Body of 

Revolution (JRMBOR) software to generate simulated RCS data. The simulated data is 

used to compare with the measured data for exploring alternative methods for generating 
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an RCS database of bubble measurements. The fourth step is to analyze the measured 

data in the time and frequency domains to characterize the absolute RCS of the RAM 

bubbles. This data is then used along with linear regression techniques to develop an 

equation relating the variables of bubble geometry, angle, and frequency to the bubble's 

RCS. The last step is to use a low RSC object (e.g.-NASA almond) to demonstrate a 

signature perturbation caused by a bubble and the bubble's impact on the object's radar 

detection range. 

1.5 Document roadmap 

This thesis contains five chapters covering the research problem, the necessary 

theoretical overview, the methodologies for gathering RCS data, an analysis of the data, 

and conclusions with recommendations for future work. Specifically, Chapter II reviews 

related work, radar absorbing material, materials measurement, RCS fundamentals and 

measurement, and radar imaging. Furthermore, Chapter II explains the concepts 

associated with linear regression and the iterative process of using linear regression to 

generate a prediction model. It also examines the RCS prediction software used in this 

research to generate simulated data. Chapter III describes the equipment set up, 

procedures, test matrix, data examples, and error analysis for the data collections. 

Chapter IV analyzes the results of the data collected in Chapter III, develops the 

corresponding linear regression model, and demonstrates the effect of a bubble on a low 

RCS object's signature. Finally, Chapter V summarizes the results and provides 

suggestions for future research. 
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Chapter 2 Background Theory 

2.1 Introduction 

This chapter describes the theory required to understand the basics of this research 

effort. The information in each section ties to a specific aspect of this research problem. 

The first two sections provide the uninitiated reader with necessary background 

information. The related work section, through the literature review process, ensures that 

this research is not a duplication of effort. The related work section also provides insight 

into the scattering due to a small change in surface features. This is important because 

RAM bubbles represent a class of small changes in surface features. The following 

section on RAM, is necessary since the research problem studied involves extensive 

measurement and simulation of surface changes in RAM. Therefore, knowledge of the 

uniqueness and complexity of RAM is necessary for properly applying the measurement 

and simulation techniques used to generate data for analysis and processing. The final 

five sections of Chapter II serve to explain the technical aspects of tools used for 

generating and processing the RCS data needed to solve the research problem. These 

tools are material measurements, RCS measurements, radar imaging, linear regression 

analysis, and RCS simulation software. Note that the order of using these tools is 

important and demonstrates the interdependence of the tool's input's and output's. For 

instance, the output data from the material measurements is used to characterize the 

RAM's attenuation and serves as input for the simulation software.   The XpatchF 

software is used for generating data to demonstrate the signature perturbation due to a 

bubble. The RCS measurements are input into radar imaging techniques that aid in 
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classifying the physical mechanisms that generate the RCS return. Finally, the RCS 

measurements build the database needed as an input to the linear regression process of 

building a prediction model. 

2.2 Related Work 

The engineering literature reviewed during this research does not contain any 

previous examples of work on degraded RAM due to bubbles. However, the literature 

does contain two categories of work related to small changes in surface features. The 

first category is the work related to electromagnetic scattering from gaps recessed in 

Perfect Electric Conductor (PEC) and material coated ground planes. The second 

category is electromagnetic scattering from hemispheres and "bumps" in ground planes. 

Most of the literature in the category of gap scattering deals with gaps recessed in 

a PEC ground plane. The reason for the emphasis in the literature on PEC gaps is that all 

weapon systems have requirements for internal access. For example, most modern 

aircraft retract their wheels on take off. This precipitates the need for landing gear doors. 

The work of Senior [1,2] concentrates on setting up integral equations, solving for the 

induced current in the gaps and then using that solution to calculate the scattered fields. 

The results are then compared with other methods for confirmation. The more interesting 

work is the numerical and measured results accomplished by Dominek [3]. In his paper, 

Dominek numerically solves for and measures the RCS of a finite length rectangular gap 

recessed in a finite sized ground plane. The results are summarized here[3:591]: 

Virtually all cracks will generate some form of traveling wave, and look 
angles and crack dimensions of these traveling waves can play a dominant 
role in the overall scattering. The traveling wave formulations developed 
herein provide a means to compute the nature of the phase velocity and the 
attenuation of the traveling wave in the crack, thus allowing one to predict 
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the angle at which the wave will radiate and to what extent it will attenuate 
the crack. The measurements performed demonstrate the accuracy of the 
solutions as well as the capacity for the traveling wave to be a strong 
scatter. 

On the topic of scattering from gaps recessed in a material coated ground plane, 

two interesting works were reviewed. In Moore's [4] work, a two dimensional gap is 

analyzed using a Uniform Theory of Diffraction technique for calculating a diffraction 

coefficient for the gap. In the work by Ling [5], the scattering from a dielectric coated 

plate with a gap is measured. The measurements are then analyzed in the time and 

frequency domains with the intent of describing the scattering mechanisms present. The 

work goes on to suggest that a time-frequency plot is the best tool for identifying the 

scattering from a traveling wave in RAM. 

Two works from The Ohio State University acquired during the literature review 

have geometries similar to the geometry of the RAM bubbles. The first work, by 

Dominek [6], is a report on material parameter measurements but contains an analytic 

formulation and measured data of a PEC hemisphere on a finite PEC ground plane. The 

second work, by Ryan [7], is a masters thesis that applies a two dimensional Moment 

Method solution to four PEC "short bumps" on an infinite PEC ground plane. The "short 

bumps" are a modeled as a half cycle cosine, a full cycle cosine, a rectangular box, and 

an ellipse. 

In [6], a 2" diameter hemisphere is mounted on a finite ground plane and 

measured from 2-18 GHz, 30° of grazing, and TE polarization. The results have two 

conclusions. The first point is the measured data matches the analytic formulation. The 

second point is the peak RCS value is at the lowest frequency and the lowest RCS value 

is at the highest frequency. 
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The RCS data in [7] is generated using the Moment Method by varying the 

length and width of the four bump geometries. The results are best summarized from the 

conclusion section of the thesis [7: 90-91]: 

The magnitude of the backscattered field from a bump is dependent on the 
shape and specific dimensions of the bump as well as the angle of 
incidence of the plane wave. For low angles of incidence, the total 
backscattered field is composed of a diffracted field contribution from the 
front edge and another diffracted field from the back edge of the bump, 
and the way in which these contributions combine depends on the shape 
and dimensions of the bump. 

For all bump geometries studied, we find that when the length of the bump 
is held constant, the echo width increases as the height of the bump 
increases. When the height of the bump is held constant, the backscattered 
field is a periodic function of the bump length. In addition, for a constant 
bump length, the 0°-90° pattern remains basically the same shape as the 
height of the bump is varied. 

The body of work represented by gap scattering lends some insight into modeling 

and measuring changes in small surface features. The PEC gaps show that small features 

have the potential for traveling waves to generate a large RCS return. In addition, the 

idea of viewing time-frequency plots to analyze the scattering from material coated gaps 

is suggested. The works on "bumps" and hemispheres also indicate that small changes in 

surface features can increase RCS. Additionally, the combined works on gaps, "bumps," 

and hemispheres indicate increases in RCS are a function of angle, frequency and surface 

feature size. Therefore, when analyzing the RCS of the measured and simulated data in 

Chapter IV, angle, frequency, and bubble size are considered as possible driving forces 

for increasing the RCS. 
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2.3 Radar Absorbing Material (RAM) 

With the explosion in the use of radar systems during World War II, one of the 

by-products was the investigation of the interaction of radio frequency (RF) waves with 

various materials. The primary interest in how materials interact with RF waves was the 

idea of using a specially designed material to absorb the RF waves. The motivation for 

investigating these materials was the need to absorb RF waves to reduce the interference 

between a radar and surrounding structures and also an attempt to reduce the detectability 

of aircraft against threat radars [8]. 

Today there is great interest in designing RAM for application to weapon systems 

for reducing the total weapon system's RCS. Ideally, RAM should absorb all 

wavelengths, at any incidence angle and add no weight. Realistically, RAM design is a 

trade off among many factors including, 

• Level of desired attenuation and in the monostatic or bistatic direction 

• Frequency and angle absorption bandwidths 

• Specular or nonspecular mechanism reduction 

• Desired application such as flat or curved surfaces 

• Physical characteristics such as weight and thickness 

• Susceptibility to environmental conditions 

• Cost 

• Ease of manufacture 

• Ease of maintenance 

RAM is usually applied to areas of a weapon system identified as "hot spots." 

These areas, usually leading and trailing edges and engine ducts, are where shaping alone 
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does not adequately reduce the RCS. RAM works by using electrically lossy materials, 

such as carbon compounds or magnetically lossy materials such as ferrite's, to convert 

the incident RF energy into heat. The intrinsic material properties engineers manipulate 

to design RAM are relative permittivity (£r) and relative permeability (jJr). Permittivity 

describes the interaction of a material with an electric field. Permeability describes the 

interaction of a material with a magnetic field. It is through these properties that the 

interaction of electromagnetic waves with materials is characterized in terms of 

reflection, transmission, propagation, and attenuation factors. Additionally, the intrinsic 

material properties are not constant. The intrinsic properties can change with frequency, 

temperature, pressure, molecular structure, and are sometimes linear or non-linear, 

homogeneous or non-homogeneous, isotropic or non-isotropic, lossless or lossy. 

Mathematically, the material properties are represented by: 

er=e'r+ie'r (2.1) 

(2.2) 

'r r r 

where the real part accounts for the energy storage capacity and the imaginary part 

accounts for the loss component [9]. 

RAM is classified into two broad categories, Electric RAM (ERAM) and 

Magnetic RAM (MAGRAM). In weapons system's applications, RAM comes in a thin 

multilayer ERAM sheet, a thin MAGRAM sheet, or a magnetic paint. For this research 

project a particular type of thin metal-backed MAGRAM is used that is designed to 

attenuate the non-specular RCS returns. Non-specular returns are caused by edge and tip 

diffraction, surface traveling waves, and creeping waves. 
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2.4 Material Characterization Measurements 

The first experimental procedure in this research effort is to generate data by 

measuring the material properties (£r and |0.r) of the RAM sample. These measurements 

are needed to characterize the RAM's ability to attenuate incident RF energy. In 

addition, the measurements are needed as inputs to the RCS simulation software 

programs, JRMBOR and XpatchF. 

Today scientist and engineers have many different methods for measuring 

materials intrinsic properties. Three of the most prominent methods are transmission line 

techniques, admittance tunnels, and free space methods. Transmission line techniques 

insert small samples into test fixtures that are sections of a transmission line. Knott 

[9:362] states that transmission line techniques "allow an accurate evaluation of material 

properties because of the well documented soundness of the theory on which the 

measurements are based."  Precise sample fabrication is the major drawback of 

transmission line techniques. 

An alternative to the transmission line technique is the admittance tunnel. The 

admittance tunnel allows for measurement of a larger sample and therefore eases sample 

fabrication requirements. The admittance runnel is not without its disadvantages. Chief 

among these is the fact the transmit antenna illuminates the sample holder with a 

significant portion of its radiated power. This difficulty is addressed by another free space 

method, the focused beam technique. 

However, Shultz points out several advantages of the focused beam technique 

when compared to the admittance tunnel. The focused beam's advantages are "a smaller 

miriimum sample size, virtual elimination of edge illumination, and utilization from 2- 
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100 GHz with proper feed horns [10:2]." Additionally, Afsar [11:188] states freespace 

techniques like "guided techniques, single- or double-pass measurements are suitable for 

very-high-loss materials (such as RAM)."  Therefore, due to the advantages of the 

focused beam system over the admittance tunnel and the ease of sample fabrication (just 

cutting the RAM to proper length), the focused beam system was selected for the 

materials measurements. 

The AFRL/XPN focused beam system uses large dielectric lens to focus 

electromagnetic energy onto a material sample. The beam has a very flat phase front 

over the sample, while the Gaussian beam profile reduces contamination due to the 

sample holder. The system uses a Hewlett Packard-8510 network analyzer to measure S- 

parameter transmission and reflection data. The S-parameter data, Sn and S21, are then 

inserted into the Nicolson-Ross-Weir algorithm that solves for permittivity and 

permeability [10]. 

The reflection coefficient (T) and the transmission coefficient (T) are related to 

the S-parameters through the X term. 

^    -   Slx    +   1 (2-3) 
X = 

2Sn 

Y = X±^X2    -   1 (2.4) 

T=Sn    +   S2X    -   T (2.5) 

1   -   (Sn    +   S2l)T 

1 (   1 ^ 
■\n{T) 

lilt 
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After solving for T, T and a third parameter A, permeability and permittivity are solved 

for explicitly. 

2n       fi+n (2-7) 

AA2    "   *e
2 i-r 

£ = 
i fm2      ,A (2-8) 

Mo v A2 +   *. 

Where kc is the cutoff wavenumber and is equal to zero for free-space techniques, t is the 

thickness, and ko is the wavenumber in freespace [10]. 

2.5 Radar Cross Section Fundamentals and Measurement 

The second experimental procedure in the research effort is measuring the RCS of 

various RAM bubble geometries. The RCS measurements are the primary means of 

solving the research problem. The RCS data is analyzed for determining the absolute 

RCS of the bubbles. Furthermore, the RCS measurements develop a database that is used 

as input for the Linear Regression Analysis process of building an empirical equation for 

predicting bubbles RCS. Before discussing RCS measurements, the idea of RCS is 

defined. 

Pulsed radars transmit short bursts of radio frequency (RF) wave's that impinge 

upon targets creating reflected and diffracted waves. A fraction of these reflected and 

diffracted waves can return to the radar receiver. If this return is strong enough, the radar 

can obtain range, azimuth and elevation information, therefore allowing the radar to track 

the target. The target's return or echo is the Radar Cross Section (RCS) and is highly 
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dependent upon frequency of illumination, range, azimuth, elevation, orientation and 

target geometry. 

Knott [9:64] defines RCS as "a measure of power scattered in a given direction 

when a target is illuminated by the incident wave and is normalized so the incident 

wave's power density at the target does not depend on distance from the target to the 

radar." The formal IEEE definition [12] is that RCS is a "measure of the reflective 

strength of a target defined as An times the ratio of the power per unit solid angle 

scattered in a specified direction to the power per unit area of a plane wave incident on 

the target from a specified direction."  Mathematically [12]: 

lim        , 
a= 4m- 

r —> oo 
scattered 

incident 

(2.9) 

where r is the distance from the radar to the target. Escattered and Eincident are defined later 

in this section. 

An alternative and perhaps more physically motivated definition is that "RCS 

represents the equivalent aperture surface area of a target that captures a certain amount 

of power from the incident plane wave and would produce the correct scattered field at 

the radar receiver if the target radiated the captured power isotropically [13:29]." The 

reason for discussing these various RCS definitions is to explain that RCS is the figure of 

merit used for indicating how detectable a target is to a radar system. 

The next question is how do engineers actually measure the RCS of a target. For 

this thesis research, all RCS signature measurements were performed in an indoor 

chamber called a compact range. The purpose of a compact range is to simulate a 

uniform plane wave over a very short distance. Simulating a plane wave is accomplished 
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by bouncing radar waves off a parabolic reflector that creates the desired planar wave 

front. In order to obtain an accurate measurement, the compact range must meet three 

criteria. The first criterion is that the incident wave is an infinite plane wave. The second 

criterion is that the only scattering measured is from the target in free space and not the 

chamber. The third criterion is that the target is in the far field to eliminate any distance 

dependencies. RCS engineers use seven methods in an attempt to meet the above criteria 

[9]: 

1. Pyramidal and wedge shaped RAM cover the room to reduce stray energy 

2. Vector background subtraction is employed to reduce clutter 

3. Specially shaped target mounting pedestals are used to reduce clutter 

4. Noise is reduced by pulse integration 

5. A reflector system is used to simulate large distances by producing a plane wave 

6. Software gating is used to process out target and mounting pedestal interactions 

7. Hardware gating is implemented to isolated the scattered field from the target 

The final point regarding RCS measurement is that RCS is an indirect 

measurement. The radar receiver captures reflected power not the actual reflected field. 

To avoid this problem a comparison method is used. The method compares the measured 

magnitude and phase of the target to the magnitude and phase of a known target, usually 

a sphere or cylinder, and coherently subtracts out the range clutter. The resulting 

equation for RCS is [13]: 

a = A7t 
F        — F target t arg etbackground t^ff \ 

v    calibrationexact ' 
F — F calibration calibrationbackground 
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The "E" terms in Equations (2.9) and (2.10) refer to an electric or E-field. An E-field is a 

spatial distribution of time varying electric charge. The fields are represented 

mathematically in complex number notation or "phasor" notation. An alternative 

notation is expressing the field values in terms of In-phase (I) and Quadrature (Q) 

components. The I and Q representation is same as the complex number representation. 

2.6 Radar Imaging Fundamentals 

Before introducing the topic of radar imaging, it is important to understand 

different formats engineers use to view RCS data. The RCS data types fall into two 

classifications: frequency or RCS domain data and time or image domain data. 

Frequency domain data is primarily useful for viewing global target features (e.g.- 

specular scattering). Time domain data is useful for observing local target features (e.g.- 

non-specular scattering). Ling [5:1148] succinctly contrasts the two classifications: 

It is well recognized that electromagnetic signals backscattered from a 
target contain information useful for classifying and identifying the target. 
Target characteristics are commonly extracted by analyzing the signal in 
either the time or the frequency domain. For example, the natural 
resonance's of a target are manifested in the frequency domain as sharp, 
discrete events and can be attributed to the unique global features of the 
target. Similarly, scattering centers are manifested in the time domain as 
distinct time pulses and can be related to local features on the target. 

The primary data formats in this document are RCS versus frequency plots and RCS 

versus down range and aspect angle images (3-D Images). These data formats are used 

extensively in Chapter III and Chapter IV for analyzing data. 

Radar imaging is a useful analysis tool for understanding scattering from complex 

targets. The main objective of radar imaging is to locate "hot spots" on a target and then 

attribute a particular RCS mechanism with each "hot spot". For the purpose of this 
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research, radar images are analyzed to ensure measurement returns are actually from the 

RAM bubble targets and not from another source in the range. 

The formal IEEE [12] definition for a radar image is "a spatial distribution of a 

physical property such as radiation, electric charge, conductivity, or reflectivity mapped 

from another distribution of either the same or another physical property." Dean Mensa 

[14:1] defines a radar image as "spatial distribution of reflectivity corresponding to the 

object. A collection of reflection coefficients assigned to a three-dimensional array 

partitioning the object space." The technique for measuring radar image data is best 

described by Knott [9:154]: 

The fundamental requirement for imaging is to obtain a scattering 
response that is a function of body location. This is done by causing the 
relative phase to change in both down and cross range. Down range phase 
change is accomplished experimentally by sweeping the frequency that 
changes the relative down range position (phase) of the scattering centers. 
Cross range phase variation is accomplished by rotating the body. In an 
electromagnetic sense, we stretch the body in phase (time delay) so that 
we can reconstruct the physical scattering locations via the Fourier 
transform. Experimentally, the only way to move scattering centers down 
range is to vary the number of wavelengths in a down range direction; that 
is change the frequency. 

As powerful and useful as radar imaging is, there are some limitations and 

hazards associated with its use. The primary limitations are resolution and image 

smearing. Down range resolution increases with increased frequency bandwidth and is 

related through the equation: 

c (2.11) 
Ar = ■ 

24/ 
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Where r is resolution, c is the speed of light and Af is the frequency bandwidth. Cross 

range resolution increases by increasing the angular bandwidth. However, imaging over 

large angle band will cause the image to smear and defocus [9]. 

The one big hazard with using image data is associating image intensity with 

absolute RCS. An absolute RCS measurement is only attributable to one frequency 

versus angle with units of dB relative to a square meter (dBsm). Whereas, an image is 

created by using a Fourier transform, from the frequency domain to the time domain, 

around a center frequency and center angle with measurements over a band of 

frequencies and angles. The units used for an image plot are only relative dB. When 

imaging, the Fourier transform tends to average the data around the specified center 

frequency and angle. Summarizing, frequency domain data gives an absolute response 

versus the image or time domain data, which gives an average response [15]. 

2.7 Linear Regression Analysis 

Linear Regression Analysis is a statistics technique used to discover relationships 

and model interactions among multifactor data. It is a method for fitting curves to data 

points and then using statistical theory to analyze the properties of the curve fit. Linear 

Regression models are used for describing structures in data, parameter estimation, 

prediction and control [16]. The next few paragraphs are intended to summarize the 

process of Linear Regression Analysis and explain the associated statistics. Linear 

Regression Analysis is used in this thesis to meet the goal of producing a prediction 

equation relating RCS to angle, frequency, and bubble geometry. Once a prediction 

equation is developed, one can use the equation's predictive capabilities to gain further 

insight into underlying relationships in the RCS data. 
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2.7.1 Least Squares Estimation (LSE) 

SAS-JMP is the software package used to develop the prediction equation. SAS- 

JMP uses LSE to generate the prediction equation. Therefore, a basic understanding of 

LSE is important. Equation (2.12), representing a population model, is an example of an 

equation produced from linear regression analysis. 

y = ß0+ßlX + s (2.12) 

The dependent variable is y, the independent variable is x, and ßo and ßi are the unknown 

parameter coefficients in the regression model. The primary objective of linear 

regression is to estimate the unknown parameter coefficients using the method of LSE. 

According to Montgomery [16:9], LSE estimates "ß0 and ßi so that the sum of squares of 

the difference between the observation y and the straight line is a minimum." Equation 

(2.13) is a sample model, a subset of the population model. 

yi=ß0+ßlXi+£Q, i= 1,2,3.... n (2.13) 

The statistical error (8o) is the parameter that accounts for the failure of the model to 

perfectly fit the data. 

2.7.2 Model Adequacy Checking 

After a model is fit to the data using LSE a "quality analysis" of the model is 

performed to characterize how good the model fits the data. This "quality analysis" is 

model adequacy checking and is an iterative process of analyzing the residuals and 

summary statistics tables associated with the model. After the analysis the analyst must 

decide if the model is appropriate or decide if the model needs modification. 

2-15 



A residual is the difference between an actual measured data point used to 

develop the model and the value that is modeled for that data point. Mathematically: 

*,=;v/-:P,=*-(A+A*,) (2J4) 

Where £,. is the 1th residual. Montgomery [16] explains that one can view residuals as 

realizations of the model errors or a measure of the variability not explained by the 

model. Residuals (e;) estimate the statistical error (80) in Equation (2.13). The reason 

behind performing residual analysis is to evaluate if the model has violated any of the 

major assumptions needed in linear regression.   The five major assumptions are [ 16]: 

1) The relationship between y and x is linear 

2) The error term has zero mean 

3) The error term has constant variance 

4) The errors are uncorrelated 

5) The errors are normally distributed 

While small violations of these assumptions are usually tolerable, there is a hazard 

associated with large violations. The hazard is reduced confidence in the hypothesis 

testing and confidence intervals. Hypothesis testing is a logical argument process used to 

compare data to standard statistical distributions. Confidence intervals are intervals 

around a parameter estimate that has a given probability of containing the true value of 

the parameter. 

The two primary plots used in residual analysis are the normal quantile plot and a 

plot of the residuals versus the dependent variable y. The normal quantile plot is a visual 

method for checking the normality assumption, where large violations decrease the 
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confidence associated with the statistical tests and predictions associated with the model. 

Normal quantile plots are "designed so that the standard normal cumulative distribution 

will plot as a straight line [16:59]." 

Normally distributed data usually does not plot as a perfect straight line. 

However, substantial departures from a straight line can indicate some non-normality in 

the error. This could mean that there are outliers skewing the data fit or some 

interaction's are missing in the model. Figure 2-1 shows some examples of the normal 

probability plots. Figure 2-1(a) is an example of an acceptable normal probability plot. 

The other figures are examples of normal probability plots that violate the normality 

assumption. However, these cases are often acceptable. The statistical testing is "robustv 

to departures from normality if the error distribution is symmetric and unimodal (i.e.-a 

distribution with one peak). Figure 2-l(d)&(e) plot positive and negative skews 

respectively and may indicate some non-linearity effects. 
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Figure 2-1 Normal probability plots (a) ideal (b) Heavy-tailed (c) Light-tailed (d) Positive 
skew (e) Negative skew 

Another visual method for detecting a departure from the linear regression 

assumptions is to plot the residuals against the fitted values y,. With a perfect fit, this is 

a straight-line plot at zero; however, a symmetric rectangular dispersion of values around 

zero is also acceptable. Departures from a symmetric rectangular dispersion can indicate 

that there is some non-constant variance in the error terms, a violation of the third 

assumption, or some nonlinearity, which indicates a need for adding more regressors 

[16]. Figure 2-2 presents some examples of residual plots. Figure 2-2(a) is an example 

of a good residual plot because of the symmetric rectangular distribution. Figure 
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2-2(b)&(c) are examples of nonconstant variance in the error terms and Figure 2-2(d) 

indicates some nonlinearity effects indicating a need for adding regressors to the model. 

et 

•        • •     _,     • 

>•    • 

yi 

(b) 

yt yi 

(d) 

Figure 2-2 Patterns for residual plots (a) Satisfactory (b) Funnel (c) Double bow (d) 
Nonlinear 

After detecting violations of the assumptions, there are several methods for 

dealing with the violations. The first is to look for outliers and, if needed, discard them. 

Outliers are data points off by themselves in the plots and represent some extreme 

observation. "Discarding 'bad' values is desirable because least squares pulls the fitted 

equation towards the outlier as it minimizes the residual sum of squares. However, we 
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emphasize that there should be strong nonstatistical evidence that the outlier is a 'bad' 

value before it is discarded [16:70]." 

Another method for dealing with violations is to look at transforming the data. 

Sometimes transforming the data is appropriate and necessary if a linear fit, the first 

assumption, is deemed as inappropriate. Adding in polynomial terms to the regression 

equation may also help reduce any curvature in the residuals. 

Once the residuals analysis is complete, more insight into the model is gained by 

delving into the summary statistics tables. Statistics tables are used to show the global 

model properties and aid the analyst in selecting the proper model variables. The 

tradeoffs involved in variable selection are including enough regressors to fully describe 

the data set versus the need to keep the model variance as small as possible with the 

constraint that the model variance increases with the number of regressors [16]. There 

are many different types of statistics tables generated from SAS-JMP. The two used in 

this thesis are the Summary of Fit and Parameter Estimates table. 

The primary use of the Summary of Fit table is for evaluating the global 

properties of the variables in the model. The statistics in the Summary of Fit table are the 

Coefficient of Determination or R2, adjusted R2, mean square error (MSE), mean of 

response, and number of observations. 

R2 is the proportion of variation around the mean due to the independent 

variables. Mathematically: 

R2 = SSJL = l_SSJL (2-15) 
c c 

yy yy 
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where Syy is the corrected sum of squares for y, SSR is the regression sum of squares, and 

SSE is the error sum of squares. R2 is in the interval from 0-1 with values close to one 

meaning that most of variability is accounted for in the model. The analyst should view 

R2 because cautiously arbitrarily increasing the number of variables will automatically 

increase R2.   The major use of R2 is to compare one model to another model. A model 

with a higher R2 is generally better than a model with a lower R2. 

The adjusted R2 (^2) is similar to R2 except it is slightly modified to attempt to 

account for an increased number of independent variables added to the model. 

Mathematically: 

(n-\\    _,x (2-16) 
Rl =\- n-pj 

where p is the number of variables and n is the number of samples.  R2 will not 

necessarily increase with an increased number of regressors in the model. A penalty is 

paid for increasing p. R2 only decreases if R2 is reduced significantly as p increases. 

The final statistic of interest from the Summary of Fit table is the residual error or 

root mean square error. The behavior of the MSE is shown in Figure 2-3. 

Mathematically: 

.«.n      SSB (2-17) 
MSE =—£- 

n-p 

"The eventual increase in the MSE occurs when the reduction in SSE from adding a 

regressor to the model is not sufficient to compensate for the loss of one degree of 

freedom in the denominator of Equation (2.16) [16:251]." 
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JP 

Figure 2-3 Plot of MSE(p) versus p 

After looking at the MSE data, the next question is what individual independent 

variables or regressors are important for the model. Are there any regressors that are not 

significant in the model and can be removed? Remember, it is important to have the 

smallest number of regressors possible to reduce the model variance. The Parameter 

Estimates table is a summary of testing for the significance of each individual regressor. 

Consider the model: 

y = ß0+ßlXl+ß2x2+e (2.18) 

In order to answer the question "Is this model superior to Equation (2.12)?", one simply 

needs to test the hypothesis H0:ß2=0 versus the alternative Ha:ß2* 0. If, in fact, ß2=0, 

under assumptions one through five, the least squares estimate of ß2, ß2 has a known 

statistical distribution. In repeated sampling, the statistic: 
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'o = 

ß2 (2-19) 

se(ß2) 

will have a students t-distribution. This distribution has a mean of zero and is symmetric 

about zero. Large values of to would be unusual, if, in fact, ß2=0. Thus, one rejects H0 in 

favor of Ha if \t0\ > ta/2^, where tal2 is the (l-a/2)(100%)-tile of the t-distribution [16]. 

2.7.3 Confidence Intervals 

Once all of the model adequacy checking is accomplished and the final regression 

model is built, confidence intervals are constructed to measure the overall quality of the 

regression. Confidence interval estimates of the independent variable coefficients (ßo and 

ßi) and the variance are built with the width of the interval showing the quality of the 

regression. Of course, the narrower the width of the confidence intervals indicates a 

better overall regression fit. The interpretation of this interval is that if, in repeated 

random samples, a large number of such intervals are constructed, 100(1-a) percent of 

them will contain the true value of the unknown parameter. 1-oc is defined as the 

confidence coefficient, so to have a 95 percent confidence interval, one would select 

oc=0.05. The 100(l-a) percent confidence interval on the slope ßi in Equation (2.12) is 

distributed according to the t distribution function and in the interval: 

A - wJ-y5- * A * A + W-2 J-j^ 

Similarly for the intercept ß0: 
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ß*-t«,2*-2,\MSt 

1     x2 

-+— 
n    Srr 

<ß0<ßo+ta/2,nJMSE 
1 3c2 

-+— 
n    S„ 

(2.21) 

where the standard error of the slope ßi and the intercept ßo are: 

, h x \MSE 
(2.22) 

se(ß0) = jMSi 
l   r 
—+— 
n    Sr 

(2.23) 

The standard error is used as a measure of how precisely the slope and intercept 

are estimated. One important note about confidence intervals is that they are not 

prediction intervals for future observations (y0). The 100(1-a) percent prediction interval 

for a future observation at some xo is [16]: 

(2.24) 
h-tal2,n-2,\MSE 

l + I + .(xo"x)- 
n        Sr ^O^O+Wil^i 1 + - + 

1 _ (x0-x)2 

n Sr 

where y0= ß0+ Äxo > represents the prediction equation. Additionally, the prediction 

interval at xo is always wider than the confidence interval at xo because the prediction 

interval accounts for both the errors from the prediction equation and error in future 

observations. 

More generally, if one considers the linear regression model: 

y = ß0 + A*! + ß2x2 + + ß x  + £ (2.25) 

y = XTß + e (2.26) 
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where xT =(l,xl5x2, ,xp), ß   = (ß0,ßl, ,ßp). If one observes several instances 

ofy, y = (yl,y2, ,y„)T along with corresponding xj ={\,xn,xn, ,xjp), the sample 

based model of Equation (2.26) is given by: 

y = Xß + e (2-27) 

where X = (xx,x2, ,3c„)7'and e = (ex,e2, ,£„). The least squares estimate of ß is: 

yö = (XrX)-1Xr3; (2,28) 

where J3T = (ß0, ßx, , ßp). The errors associated with this estimate are: 

e = y-f = y-Xß (2-29) 

The sum of squared error is SSE = eTe and MSE = SSE /(n-p-l). Under the 

assumption that the errors are identically and independently normally distributed with 

zero mean and variance (a ) then: 

ß~Np+l(ß,(XTxra2 (230) 

letting E = (XrX)_1 a2 then var(yt) = E„. and cov(/?,. ,ßj) = Sff = Ey7 the statistic 

ß, (2-31) 

'' " se(ß, ) 

where s.e.(ßj) = yl^MS^cr"2 are distributed according to a t-distribution with (n-p-l) 

degrees of freedom and we reject H0:ßi=0 versus Ha:ßi?t 0 if \t0\ > talln_p_x. The standard 

error of an estimated y0 =X%ß the point X0
r =(l,X0l,X02, ,X0/,)is: 
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s.e.(y0) = (MSE[1 + XT
0 (X^X)"1^])"2 (2-32) 

where y0 = X\ß and a (l-a)(100%) confidence interval for y0 is [16]: 

%±tal2n_p_x{s.e.{%)) (2.33) 

In Chapter IV, the prediction intervals are plotted around each bubble RCS prediction to 

show what the 95% prediction confidence level is. 

2.7.4 Model Validation 

The goal of model validation is to decide if the regression model built, using 

linear regression analysis, will properly operate when given to the user. Model validation 

is different than the model adequacy-checking goal of ensuring the model is properly fit 

to the data. There are three model validation-testing techniques used to evaluate a 

model's usability. The first is "analysis of the model coefficients and predicted values 

including comparison with prior experience, physical theory, and other analytic models 

or simulation results [16:425]." Next, is collecting new data to investigate the model's 

predictive performance. Finally, there is the option of using data splitting. Data splitting 

sets aside portions of the original data for use in investigating the model's predictive 

performance [16]. For this thesis, the data splitting technique is utilized to properly 

validate the model. 

2.8 RCS Simulation Software 

There are two needs for using RCS simulation software tools. The first need is to 

generate simulated data to compare with measured data for exploring alternative methods 

for generating an RCS database. The second need is to generate E-field values 
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(magnitude and phase information) from a well-characterized low RCS body (e.g.-NASA 

almond). The E-field values are needed so E-field data from a measured RAM bubble 

can be coherently added to the almond. The process of adding the fields simulates an 

almond with a bubble on it. Comparisons of the almond are then made with and without 

the bubble to demonstrate the effect of the bubble on the almond's RCS signature and the 

associated change in radar detection range. 

The universe of electromagnetic prediction software is divided into three areas; 

high frequency methods, low frequency methods and hybrid methods. The high 

frequency methods are an approximate formulation of Maxwell's Equations that use 

numerical methods requiring the dimensions of the scattering object or "body part" to be 

greater than the wavelength of the incident field. High frequency methods assume each 

body part acts independently relative to each other and are therefore useful for predicting 

specular and diffracted terms [9]. Conversely, low frequency methods are used when the 

dimensions of the body parts are on the order of or smaller than a wavelength. Low 

frequency methods represent an exact formulation of Maxwell's Equations, and therefore 

account for the influence of each of the targets body parts relative to all the other body 

parts. Thus, all of the various RCS return phenomenology is accounted for, i.e.- specular, 

edge diffractions, traveling waves, creeping waves, and shadowing [9]. The major 

tradeoff between high frequency and low frequency methods is speed versus accuracy. 

Hybrid methods, as the name implies, are hybrid combinations of high and low frequency 

methods designed to take advantage of each technique while avoiding their individual 

weaknesses. As hybrid methods are not used in this research, they are not discussed 

further. 
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The first need for RCS software is to simulate the measured RCS data to compare 

with the measurements. If the simulations compare well with the measurements, then 

simulations could serve as an alternative or complementary means for building an RCS 

database. Because the RAM bubbles are on the order of a wavelength and non-specular 

features are important to account for, the simulation of the RCS measurements of a RAM 

bubble requires the use of a low frequency method. The software selected to simulate the 

RCS measurement of bubbles in RAM is Jim Rogers Monstrous Body of Revolution 

(JRMBOR) moment method code. JRMBOR is a Moment Method code that uses surface 

integral equations to compute a single frequency monostatic or bistatic solution from a 

BOR [17]. The Moment Method is a numerical technique that breaks a linear operator 

equation into a system of linear equations that approximates the solution to the linear 

operator equation. The numerical solution to the equations represents an approximate 

solution to the exact formulation [9]. 

The other need for RCS simulation software is to generate the field values of a 

low RCS target, in this case, the NASA almond. Ideally, actual measured data of a RAM 

covered Almond is necessary. However, fabricating a RAM covered almond target is 

impractical and simulated data using XpatchF was a sensible option. Imbedded in the 

XpatchF software is an almond input file that is used as a test case. The file is easily 

modified for a RAM coating. 

XpatchF [18:1] is a high frequency RCS prediction software package. The 

software is based on the Shooting & Bouncing Ray (SBR) technique and is thoroughly 

explained in the introduction section: 

In SBR, a dense grid of rays is shot from the radar direction toward the 
target. Rays are traced according to geometrical optics theory as they 

2-28 



bounce around within the target. This tracing includes the effects of 
polarization, ray divergence factor, and layered material transmission or 
reflection. At the point where a ray exits the target, a physical optics 
integration is done to calculate the scattered far field from the target. Thus, 
in using SBR single and multiple bounce contributions are accounted for 
by geometrical or physical optics theory. 

2.9 Summary 

This chapter overviewed the necessary theory and tools used in this thesis to 

generate and analyze RCS data.  Understanding the theory and tools is necessary to 

properly apply them in the measurement and analysis aspects of this research effort. 

Specifically, the literature review concluded that small surface features can increase a 

target's RCS and are a function of angle, frequency and geometry. The RAM section 

introduced the material properties (relative permeability and relative permittivity) and 

explained the complexity of RAM. The material measurement section discussed the 

focused beam system used to measure the RAM's material properties. The RCS 

fundamentals and measurement section defined RCS and reviewed the technique used to 

measure the RAM bubble's RCS. The linear regression analysis section detailed the least 

squares estimation method and the iterative process of building a prediction equation. 

Finally, the RCS simulation software section provided an overview of electromagnetic 

code prediction theory and two software tools used to calculate RCS data. In the next 

chapter we turn our attention to describing the equipment set up, procedures, test matrix, 

data examples, and error analysis for the data collections. 
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Chapter 3 Methodology 

The methodology chapter is divided into four sections. The first section explains 

the material measurements data collection. The second section, the most important part 

of this research, details measuring the RCS of various sized bubbles in RAM. The third 

section discusses the use of JRMBOR to produce simulated RCS data from a RAM 

bubble. The final section describes the process for simulating the E-field values of the 

low RCS almond target. 

3.1 Introduction 

Chapter II provided the necessary knowledge to understand the basic theory and 

techniques used in this chapter to generate data. The purpose of Chapter III is to explain 

the equipment setup, procedures, data, and uncertainty analysis of the data collection 

tasks involved in this research effort. The methodology section is important to 

understand so the proper inference and conclusions are drawn in the data analysis and 

applications chapter. 

3.2 RAM Characterization 

The purpose of material measurements is to generate data for use in 

characterizing the RAM's attenuation. The data also serves as an input for the simulation 

software. The material measurement data is generated by measuring the material's 

complex relative permittivity and relative permeability over the frequency range from 4- 

18 GHz. Ideally, measurements down to 2 GHz are needed. However, the system is 

constrained on the low end at 4 GHz. 
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3.2.1 Equipment 

As discussed in the material measurement section of chapter II, the focused beam 

system was chosen for the materials data collection. The focused beam system consists 

of a boom arch assembly, a Hewlett-Packard (HP) 8510 network analyzer, standard 

transmission line connections and an external personal computer. The boom arch 

assembly is shown in Figure 3-1. The essential features of the boom arch assembly are 

the antenna horns and large dielectric lenses on either side of the sample holder. The 

horns and lenses are adjustable and the sample holder is mounted on a rotator. The 

physical size of the boom arch assembly is roughly 12' long, 2'wide and 4' tall. 

Figure 3-1 Focused Beam Assembly 

The other major piece of equipment in the focused beam system is the HP 8510 

network analyzer. The HP 8510 displays the measured data in terms of the complex 

scattering matrix parameters Sn and S2i [10]. These parameters are defined in Figure 3-2 

for a two port device. 
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Figure 3-2 S-Parameter Definition for a Two-Port Network 

3.2.2 Procedures 

The first step in the materials characterization procedure was to cut the RAM into 

a 2'x2' piece, strip the metal backing off and then use double sided tape to adhere the 

RAM sample to the 2'x2' sample holder frame. The next step was to use a micrometer to 

measure the RAM's thickness at the center of the sample. The thickness was recorded to 

be 0.093". 

After the thickness was measured, the focused beam system was used to take a 

calibrated measurement of the RAM at normal incidence. The Sn data was calibrated by 

ratioing the Si i raw data from the sample with the Si i of a metal plate, effectively a short. 

Similarly, the S21 data was calibrated by ratioing S2i raw data with the S2i of an empty 

sample holder, effectively an open. 

rrca/ _      11 
1 sample (3-1) 

11 rt short 
^11 

p sample 
Sca, = e-iw £21  

(3.2) 
'21 ciopen 

°21 
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r.=v*r <3-3) 

Note the phase correction term (yo) in Equation 3.2. This term corrects for the extra 

length in the sample path caused by the sample thickness [10]. 

3.2.3 Data 

After the calibrated Su and S21 measurements were taken, the next step was to use 

a MATLAB routine implementing the Nicolson-Ross-Weir algorithm, outlined in chapter 

II, to calculate the relative permittivity and relative permeability. Figure 3-3 and 

Figure 3-4 are plots of the real and imaginary parts of the relative permittivity and 

relative permeability for 4-18 GHz. On each plot the top line is the real part and the 

bottom line is the imaginary part. One feature of the plots to notice is the error bars 

associated with the measurement. The error analysis section that follows demonstrates 

that the error is well characterized and therefore only one measurement of the RAM 

sample was necessary. 

3.2.4 Uncertainty 

The factors that contribute to the uncertainty are associated with the HP 

8510, the transmission lines and connections, the sample and focused beam limitations 

(e.g.- deviations from a plane wave at the sample, multipath noise, etc). The focused 

beam limitations were not characterized by AFRL/XPN and therefore are not discussed. 

The limitations of the HP 8510 are expressed in Figure 3-5 and accounted for in the 

uncertainty analysis software. 
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Figure 3-5 Stated Accuracy of the Magnitude and Phase of HP-8510 S-parameter 
Measurements [10] 
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The transmission line errors are caused by the various junction mismatches in the 

system. The S parameter calibration procedures and a Ins-time domain gate are 

implemented to eliminate most of the transmission line errors. Errors in the sample come 

from two sources. The first is in the micrometer measurement of the thickness. The error 

associated with the thickness measurement is less than 0.5 mils. The other sample error 

source is the flatness of the sample when positioned in the focused beam system for 

measurement. The sample flatness error can cause an error in the phase and is expressed 

in Equation (3.4) where 8L is the sample position uncertainty and y0 is defined in 

Equation (3.3). 

SB = y0SL (3.4) 

Each of the errors contributes to the error in the magnitude and phase of the 

scattering parameters and sample thickness. Equations (3.5) and (3.6) summarize the 

total error in the relative permittivity and relative permeability measurements [10]. 
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Where 8e and 5JJL represent the total error in the relative permittivity and relative 

permeability measurements, respectively. 
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3.3 RCS Measurements 

The RCS measurement of various sized RAM bubbles is the "heart and soul" of 

this thesis project. Without having measured RCS data and experienced the process and 

problems associated with experimentation, this project would have lacked the insight 

gained from living with the real world problems associated with bubbles in RAM. The 

RCS measurements build a database used in Chapter IV for developing a prediction 

model. In addition, the measured data is analyzed in Chapter IV to characterize the 

absolute RCS of a bubble in RAM. 

3.3.1 Equipment 

AFRL/XPN's compact range was a perfect fit for this thesis work because of its 

specialized mission and strengths in highly experimental, one-of-a-kind RCS 

measurements. The primary reasons for using AFRL/XPN's range are the range's 

measurement capabilities. These capabilities include the sensitivity to measure a small 

RCS target, the desired frequency range coverage (e.g.-2-18 GHz), and the measurement 

speed. 

The compact range uses a Gregorian dual reflector/dual chamber design. The 

main reflector has a full blended, rolled edge parabolic design. The subreflector, located 

under the main chamber floor, is a serrated edge elliptical reflector. The AFRL/XPN 

compact range design is depicted in Figure 3-6. 

3-8 



IWPflt^^ 

HUMA&Y 

AHTBWA 

Figure 3-6 AFRL/XPN Compact Range Design [19] 

The philosophy behind a dual reflector system is that compared to a single 

reflector system it produces a uniform plane wave with very little amplitude taper or 

ripple, almost zero phase variation, a virtually zero cross-polarization component, and no 

feed blockage or feed spillover [13]. 

Some specifications for the compact range are: 

• Main Chamber: 96'(length) X 59' (width) X 45' (height) 

• Main Reflector: 3 8' X 3 8', parabolic 

• Sub-Reflector: 19' X 10', ellipsoidal 

• Quiet Zone: 25' (length) X 20' (width) X 15' (height) 

• Amplitude Ripple: < 0.2 dB 

• Amplitude Taper: < 0.25 dB 

• Cross Polarization: <-35 dB to -40 dB 

• Temperature: 70° ± 1.5° Fahrenheit 
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The compact range uses a Lintek 5000 radar system that provides continuous 

frequency coverage from 0.8-18.0 GHz and 26.0-36.0 GHz, each with a single antenna. 

Other capabilities are pulsed IF or pulsed CW mode, dual receive channels, and variable 

integration's. The variable integration allows for a tradeoff of speed versus sensitivity 

based on range time and target RCS level requirements [19]. 

The last major piece of equipment needed for the RCS measurement testing is a 

testbody. A testbody is a platform used to mount a test article on; in this case, the test 

article is the RAM with and without bubbles. Figure 3-7 is a picture of the testbody 

designed by Mission Research Corporation (MRC). The MRC testbody is 8'(long) x 

4'(wide), and useful for measurements from grazing (0°) incidence out to about 85°. It is 

important for the testbody to have a very low RCS return so that it does not mask the 

return of the test article mounted on it. Figure 3-7 depicts the RAM strip with a bubble as 

the test article. One other noteworthy feature of the testbody, not depicted in Figure 3-7, 

is a creeping wave suppression technique on the testbody's backside. The technique is a 

tapered hole cut in the testbody and filled with bulk absorber material. The gradual taper 

allows the attached surface waves to propagate into the absorber material with very little 

reflection. 
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Figure 3-7 MRC Testbody with RAM Strip 

3.3.2 Procedures 

The procedures followed to measure the RCS of the various sized bubbles are 

straightforward. In the simplest terms, one "fills in the blanks" of Equation (3.7). 

2 (3.7) 
o = An 

F       -F target l arg etbackground 

F - F calibration calibrationbackground 

(Ec :alihrationexact 

"Fill in the blanks" means taking four measurements. The fifth term, Ecalibrationexact, is 

determined from a theoretical solution. In this case, it is the theoretical solution for a 

squat cylinder. The following list defines the four measured terms: 
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• Ecalibration: a measurement of the squat cylinder mounted on the pylon 

• Ecammtionbackground: a measurement of just the pylon 

• Et   a: a measurement of the testbody with a bubble 

• E t ^«background '■ a measurement of the testbody without a bubble 

Understanding the premise of Equation (3.7) is the most important measurement 

concept of this thesis. Equation (3.7) mathematically represents the absolute RCS of the 

RAM bubbles. In Equation (3.7), the process of vector subtracting Etsaget and 

Et3Isetbackgromdproduces Ebubble. The vector subtraction allows, for the most part, the 

removal of the effects of the testbody. Therefore, the final measured RCS value (c) is the 

absolute RCS of the bubble. Several other important factors to understand about the 

measurement procedures are the angle and frequency band of each measurement, test 

matrix, how the bubble is physically fabricated and data quality control. 

Each EtKget and ElaTgetbackgromd measurement was taken over an angle band in 

azimuth the from grazing incidence (0°) to 45° in 0.5° increments and a frequency band 

from 2 to 18 GHz in 20 MHz increments. The measurement increments were dictated by 

AFRL/XPN for data quality purposes. In addition, due to the relatively small signature 

from the bubbles, 16324 integrations were performed over each frequency increment to 

reduce range clutter and noise. Each £/arge/and Etargetbackgromdmeasurement took 

approximately forty-five minutes to perform, not including setup time. The Ecalibration and 

Ecaiibrati0nbackgroundmeasva:ements were taken over a frequency band from 2 to 18 GHz in 20 

MHz increments and only at one incidence angle due to 360° symmetry. Additionally, 
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the calibration measurements were only taken once per day, whereas each Et    t and 

■" / arg etbackground 
measurement was taken for each configuration setup. 

The idea behind the original test matrix was to measure three different sized 

bubbles (small, medium, and large) three times each over the angle and frequency bands 

of interest. There was also a desire to measure polarization's, TE and TM. However, 

after analyzing the first few measurements it was determined that the TM case was not of 

interest because it did not produce a significant return. 

In the paragraph above, the word original was used in reference to the test matrix 

because, like most experimental endeavors, test matrices change. The reason why the test 

matrix changed was producing three bubbles exactly the same size and shapes three 

different times was impossible. The reason why producing repeatable bubbles was 

impossible is difficult to explain. In the simplest terms, metal-backed RAM is not 

stretchable and therefore very hard to work with. In reality, measurements were taken of 

ten various size and shaped bubbles, some of which are "similar". Table 3-1 summarizes 

the test matrix. 

Table 3-1 Test Matrix (inches) 

Configuration length width height area volume perimeter Category 
Bkg4 0.00 0.00 0.00 0.00 0.00 0.00 N/a 
c1M 8.00 4.00 0.25 32.00 4.00 24.00 medium 
dr2 11.00 3.50 0.25 38.50 4.81 29.00 large 

c2r1(c2hh) 14.50 3.50 0.25 50.75 6.34 36.00 large 
c3r1 6.00 4.00 0.25 24.00 3.00 20.00 small 
c3r2 7.00 5.00 0.25 35.00 4.38 24.00 medium 
c3r3 7.00 5.00 0.25 35.00 4.38 24.00 medium 
c3r4 7.00 5.00 0.25 35.00 4.38 24.00 medium 
c4r1 8.00 8.00 0.25 64.00 8.00 32.00 large 
c4r2 16.00 4.00 0.25 84.00 10.50 40.00 large 
c5r1 5.00 4.00 0.25 20.00 2.50 18.00 small 
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At this point, a few pictures are necessary to illustrate the variability in the bubble 

geometry. 

/ 

M \ 

Figure 3-8 An Example of a Bubble in RAM 

Figure 3-9 Another Example of a Bubble in RAM 
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In Figure 3-8 and Figure 3-9, it is easy to see the variability and randomness in 

size and shape of the RAM bubbles. The variability and odd bubble shapes are caused by 

a combination of the amount of spray tack used for adhesion and the metal backing on the 

RAM. The metal backing makes it impossible to reproduce the same bubble, therefore 

each bubble is unique. While on the topic of the variability in the bubble geometries, it is 

necessary to also explain how the bubbles were induced under the RAM. 

Figure 3-10 Peeled Back RAM with Styrofoam Insert 

Figure 3-10 illustrates how a bubble was induced in the RAM. 14" thick pieces of 

styrofoam were glued to the testbody and then the RAM was glued down over the 

styrofoam. Four different sized pieces of styrofoam were used, l"xl", 2"x2", 4"x4" and 
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2"x6". Furthermore, the RAM sheet was cut in the middle to ease the bubble insertion 

process. Notice the shiny metal back of the RAM. 

In the preceding paragraphs, the procedures used to collect RCS data was 

discussed and may have come across as a relatively easy task. However, the equipment 

and procedures used were very delicate and very sensitive to perturbations. Therefore, it 

was important to perform data quality evaluation to ensure all aspects of the measurement 

procedures were performed properly. The two primary methods used to ensure data 

quality were performing a daily "double calibration" and analyzing the raw collected data 

after each measurement was completed and before another measurement was started. 

The first method to ensure data quality is to perform a daily "double calibration." 

The procedure is a straightforward idea to understand. The target measurement in 

Equation (3.7) was replaced with a second, different sized, calibration cylinder [20]. 

<7 = 4/r 
p  p 

calprimary calprimarybackground       pT 
ca/ sec ondary exact F — F cal secondary cal sec ondarybackground 

(3.8) 

Next, the "double calibration" measured RCS is compared with the exact theoretical RCS 

of the primary calibration object. Figure 3-11 is an example of the measurement and the 

comparison. Note in Figure 3-11 the black plot is the exact solution, the blue plot is the 

measured data and the red plot is the range noise + clutter. The blue plot almost exactly 

matches the black plot. This indicates that the system was working properly. 

The second method used to ensure data quality was to continuously analyze the 

raw measured data. Unfortunately, this is an ill-defined task because of the plethora of 
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factors to look for. However, a short list can serve as a beginning point for the features 

an experienced range engineer looks for: 

• Data drop outs 

• Subtractability 

• Noise floor increase 

• Scattering center locations in predicted areas 

Unclassified 
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Figure 3-11 Double calibration comparison 
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3.3.3 Data 

The raw data provided by the collection system for each measurement is divided 

into three columns. The first column is the azimuth angle. The second and third columns 

are the real (I) and imaginary (Q) channel data. The frequency is folded into the azimuth 

angle starting with 2 GHz and incrementing in 20 MHz steps to 18 GHz. Overall, each 

data set has 72090 rows of data with 801 rows of I and Q data for each frequency and 

angle. The RCS, in dBsm is then calculated using Equation (3.9) [19]. 

i?CS = 101og10/
2+Ö (3.9) 

Once the raw data was collected, two different software tools were used to 

generate the final data product. The first is a postprocessing package by Compuquest, 

used to generate 3D image plots. The other software tool is a MATLAB routine, written 

by Alan Buterbaugh of MRC, used to generate waterfall frequency plots of each 

configuration at specific angles and waterfall frequency plots of one angle for all 

configurations. Figure 3-11, Figure 3-13, and Figure 3-14 are examples of each data 

product. In chapter IV, these data products are used for analysis purposes. 

3-18 



Unclassified 
Configuration 4 Run 2 

X:\GCoehran\Raw_DataW8301 \C830102.TAR RAM (Long) Fri 11-06-98 
-55 

-GO 

10 15 

8"X 8" Bubble HH 

20 25 
Azimuth fdeq] 

With MAG RAM (Long) 
Configuration 4 Run 2 

Unclassified 

Run Name 
Col Date 
Col Time 
Version 
REF 
BRE 
EXT 
FFT Size 
Freq I nor 
Weighting 
File Sub. 
Sub File 
Oper. ID 
Project ID 
Target ID 

Log Radar 
Channel 
Start Fq 
Stop Fq 
Incr Fq 
Inteqrat. 
Refivlode 
Pol. 
Ant Cde A 
RGDelA 
RGV/idA 
RefDelA 
RefWidA 
Gate StA 

Scan Type 
Scan Axis 
Scan Start 
Scan Stop 
Scan Incr 

Magnitude Scan Dir 
Tran. Attn 
PR I Ins] 
Tx Pis Del 
TxPlsWid 
Tx Pis St. 
TU CrL. n=i 

-90 

-95 

-100 

C830102.TAR 
10/28/98 
08:46 
N/A 

A830101.CAL 
A830102.CBK 
cyl9Q0h.ext 
4096 
0.010000 
Harming 
ON 
C830104.bkq 
Chris 
Configuration 4 
Full TB w/Mag R 

0 
0 
2.002300 
18.002300 
0.010000 
1G384 
0 
HH 
0 
4650 
200 
0 
1241128 
1 
0 
0 
0.00 
45.00 
1.00 
1 
0 
610 
1000 
350 
1 
7nn 

Figure 3-12 3-D Image Plot 
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Configuration 1 Run 1 

Frequency (GHz) 
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Figure 3-13 Waterfall Plot of a Single Configuration 

3.3.4 Uncertainty 

In Chapter II, the RCS measurement section discussed the three criteria necessary 

to obtain a meaningful measurement and seven methods used to achieve those criteria. In 

the real world, it is difficult to meet these criteria and therefore there is a certain amount 

of uncertainty in each measurement. AFRL/XPN has conducted an in depth range 

characterization [19] and Table 3-2 summaries the most significant range uncertainties. 

For the purposes of this thesis, the total RCS uncertainty is approximately 1 dB. 
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Table 3-2 Compact Range Uncertainty 

Target Uncertainty dB 
Average Illumination neg 
Background-Target 

Interactions 
0.1 

Cross Polarization neg 
Drift 0.08 

Freguency neg 
Integration neg 

IQ Imbalance neg 
Near Field neg 

Noise Background 1 
Nonlinearity neg 

Range neg 
Target Orientation neg 
Calibration Target neg 

3.4 JRMBOR RCS Simulations 

The JRMBOR software was used to generate simulated RCS data. The purpose 

of the simulated data was to make a comparison with the measured data in order to 

explore the possibility of building a database of simulations. The JRMBOR software is a 

moment method code used for calculating monostatic and bistatic RCS for bodies of 

revolution [17]. The software is written in Fortran 90 and the simulations were run on 

the AFIT's network of Sun Sparc 20 workstations. 

3.4.1 Procedures 

As with the materials and RCS measurements, the procedures for running the 

simulations in JRMBOR are straightforward. The user's manual outlines the procedures 

for building an input file [17]. The highlights of building an input file are selecting the 
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proper moment method parameters, building the geometry input, and calculating the 

surface impedance. 

-Testbody 

s ubble 

\* 

Figure 3-14 JRMBOR Testbody Geometry 

Building the geometry was an easy task after deciding what the geometry should 

look like. The geometry input was specified two dimensionally in terms of lines and arcs 

relative to a xz axis system. JRMBOR then "rotates" the geometry around the z-axis to 

form a body of revolution (BOR). Ideally, the selected geometry should model the MRC 

testbody used for the actual measurements, however, and this was impractical. 

Therefore, a simpler testbody geometry was created. The testbody created for the 

simulations was a two-meter diameter disk, % meter thick with a 1/8-meter radius of 

curvature. Specifying an appropriate arc on the front of the testbody created the bubble. 

The bubble was specified to be %" high and 8" in diameter (see Figure 3-14). 

The final task in creating the input file was to calculate an appropriate surface 

impedance to account for the RAM coating. A physical layer of RAM was not modeled 
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in the geometry because JRMBOR has difficulty handling very thin RAM layers. In 

order to approximate the measured RAM coating, a surface impedance (Zs) was 

calculated using a formula provided by Knott [9]: 

(3.10) 
J] = \— tarih(-ik0djjü^) 

ZS=377(T1) (3.11) 

One of the limitations of the JRMBOR software is that depending on the 

hardware platform and input frequency, it can take a long time to calculate RCS values. 

The runtimes ranged from 8 hours to two weeks. Therefore, only a very limited data set 

was collected. The data set consisted of one angle setting (25° off grazing) at six separate 

frequencies. The frequency range was 2-7 GHz in 1 GHz steps. This frequency range 

was selected because it is the range where the interesting response is in the measured 

data. Also since job runtime increases with frequency the lower frequencies provided 

reasonable runtimes 

Another limitation of the JRMBOR software is that it will not accept a 

vector value for the surface impedance. Therefore, since surface impedance varies as a 

function of frequency, 12 separate job files were created. Two files were created for each 

frequency and surface impedance, with one file representing the case of a testbody with a 

bubble and the other file representing the case of a testbody without a bubble. 

Additionally, the material measurements were from 4-18GHz; therefore, it was necessary 

to linearly approximate the relative permittivity and relative permeability values from 2- 

4GHz. 
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3.4.2 Data 

After all of the data was generated, the E-field values from each file, 2-1 GHz 

respectively, were vector subtracted to produce E-field values for the bubble. Table 3-3 

contains a representative sample of values (2 GHz points) for the simulated absolute RCS 

of the bubble. The bubble row represents the vector subtraction of the E-field values (I 

and Q data) for the testbody with and without the bubble. Using Equation (3.9), the RCS 

values in dBsm were calculated. 

Table 3-3 Representative Sample of JRMBOR Data 

I 0 RCS (dBsm) 
Testbody with bubble 0.4921 -0.5121 -2.97 

Testbody without bubble 0.4888 -0.5044 -3.07 
Bubble 0.0033 -0.0077 -41.54 

3.5 XpatchF RCS Simulations 

Like JRMBOR, the XpatchF software was used to generate simulated RCS data. 

The E-field values (I and Q data) from the low RCS NASA almond were needed. These 

values were needed for demonstrating an RCS signature perturbation caused by a bubble. 

In Chapter IV, the almond's E-field values are coherently and incoherently added to a 

RAM bubble's E-field values to effectively produce an almond with a bubble on it. 

3.5.1 Procedures 

Generating the E-field values from the almond required a slight modification to 

the pre-built input file. The first modification required adding a layer of RAM to the 

PEC almond. The layer was specified in terms of thickness, relative permeability, and 

relative permittivity. The second modification was moving the almond's phase center so 

that it matched the phase center of the measured bubbles. 
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Once the modifications were made, the input files were run on the Silicon 

Graphics machines in AFIT's Hawkeye lab. The data collected was the nose-on RCS of 

the almond. The frequency range was from 2-10 GHz in 0.5 GHz steps for a total of 17 

data points. 

3.5.2 Data 

The output of XpatchF was the E-field values for the almond testbody. Table 3-4 

provides a representative sample for the 2 GHz case. 

Table 3-4 Representative Sample of Almond Data 

I O RCS(dBsm) 
0.0000004815 0.002594 -51.72 

3.5.3 Assumptions 

The material measurements were from 4-18GHz; therefore, it was necessary to 

linearly approximate the relative permittivity and relative permeability values from 2- 

4GHz. 

3.6 Summary 

Four distinct data sets were generated in this thesis. The first data set is the 

material properties (u* and £r) of the RAM. The second data set is the measured RAM 

bubble RCS database of 10 different configurations and pertinent noise + clutter 

measurements. The third is the simulated RAM bubbles generated from the JRMBOR 

software. The last data set is the E-field values for the NASA-almond testbody. For each 

data set, the equipment, procedures, data examples and uncertainty/assumptions were 

discussed. 
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Chapter 4 Analysis and Applications 

The primary purpose of this chapter is to analyze the measured RCS data and then 

use the data to build an application. The application is a linear regression model that 

predicts the RCS of bubbles in RAM. The chapter is divided into five sections. The first 

section analyzes the material properties showing the attenuation caused by the RAM. 

The second section is an RCS analysis of the measured data to characterize the absolute 

RCS of the RAM bubbles. The third section compares the results of the JRMBOR 

simulation with the measured RCS data. The fourth section presents the process of 

building a linear regression model from the measured RCS database and then uses the 

model for further analysis of the RAM bubbles. The fifth section demonstrates the 

effects of a RAM bubble on a low RCS target. This demonstration shows the detrimental 

effects of a RAM bubble on the RCS signature and radar detection range of the target. 

4.1 Introduction 

Chapter IV is the culmination of the combined measurement and simulation 

efforts of Chapter III. The analysis contained in Chapter IV provides solutions to the 

problems posed in Chapter I. Chapter IV also explores other avenues of the research 

process by analyzing the RAM's attenuation, simulated results of JRMBOR, and 

demonstrating the bubble's effects on a target's signature. In Chapter IV, only selected 

data sets are analyzed with the full sets of data available in the appendices. 

4.2 RAM Analysis 

The primary objective of RAM is to attenuate incident RF energy and therefore 

reduce the RCS return of the object. The amount of RF energy attenuated is quantified 
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by calculating the Return Loss (RL). The RL is a measure of the RAM's attenuation 

ability and provides insight into evaluating the RAM's performance over a range of 

frequencies. Insight into the RAM's performance is necessary for fully analyzing the 

measured RCS results. 

According to Knott [9], the procedure for calculating the RL of a normally 

incident wave onto a flat metal surface coated with a layer of dielectric is to first calculate 

the normalized input impedance, T|, 

nr        ,— (4-1) 
77 = J— tarih(-ik0dJiir£r) 

where |^r and £r are the relative permeability and permittivity respectively, ko is the free 

space wavenumber, and d is the material thickness. The normalized input impedance is 

inserted into Equation (4.2) to calculate the reflection coefficient. 

«-2=1 (4'2) 
77 + 1 

Finally, the reflection coefficient is converted to decibels by Equation (4.3). 

\RL\(dB) = 201og10|ÄL| (4-3) 
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Figure 4-1 RAM Attenuation Versus Frequency 

Figure 4-1 depicts the frequency behavior of the RAM used in this thesis. The 

RAM has maximum attenuation at approximately 11GHz and optimum performance in 

the band from 8-12 GHz. The smallest attenuation is at the lower frequencies, 2-6 GHz. 

From this plot, one might expect the RAM bubble to have a higher RCS at the lower 

frequencies and a low RCS at the higher frequencies. However, it is necessary to view 

the data in the 2-4 GHz range cautiously because those data points were linearly 

approximated from the measured data. 
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4.3 RCS Analysis of Measured Data 

One of the two primary goals of this research was to characterize the absolute 

RCS of bubbles in RAM. The purpose of this section is to analyze the measured RCS 

data. The analysis explains the amplitude of the scattering as it varies with frequency. 

This is accomplished by analyzing the waterfall plots of RCS versus frequency and the 

3-D image plots. However, before drawing any conclusions from the measured data it is 

necessary to first justify that legitimate data was recorded. In other words, ensuring the 

measured data is the RCS return from the RAM bubbles and not from some other source 

on the testbody or in the range. 

Ensuring the data was measured properly is accomplished by answering several 

questions, including: 

1. What is the noise + clutter floor of the range? 

2. Is the bubble scattering in the expected location in the images? 

3. Are there any other scattering centers in the images? 

By analyzing Figure 3-11, Figure 4-2, Figure 4-3, and Figure 4-4, these questions are 

answered. Figure 4-2 is an image plot of the range noise. This plot was generated by 

taking two back to back measurements of an undisturbed testbody. 
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Figure 4-2 3-D Image of Range Noise + Clutter 

The first question is answered by analyzing Figure 3-11. The bottom of 

Figure 3-11 is a frequency plot of the range noise + clutter level. Skolnik [21:470], 

defines clutter as "an unwanted radar echo." In this case, the clutter is caused by 

imperfections in vector subtraction and back wall reflections that are not fully gated out. 

The range noise + clutter level is the limit of the measurement system and from Figure 

3-11 that limit is approximately -65 dBsm at 2 GHz and approaches -45 dBsm at 18 

GHz. This means detecting a target below these values is not possible. Figure 4-2 is the 

time domain counterpart to Figure 3-11 and shows where the noise and clutter does not 
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subtract out perfectly. The noise + clutter range for the image plots is approximately -70 

to -75 dB. 
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Figure 4-3 3-D Image of Configuration 1 Run 2 (4"x8" bubble) 

The second question is answered analyzing Figure 4-3. The largest intensity 

(dark orange and black lines) is approximately -26" downrange. This is the expected 

bubble location and is verified in Figures 3-7 and 3-8. These figures show the center of 

each bubble is located -26" from the center of the testbody. 
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Figure 4-4 3-D Image of Scattering from Cuts in the RAM sample 

The third question is answered by explaining what the yellow intensity streaks are 

in Figure 4-3 and Figure 4-4. Figure 4-4 is a measurement of the return from imperfectly 

realigning the edges of the cut when the RAM is peeled back to insert a bubble. From 

Figure 4-4 the return caused by peeling the RAM is approximately -70 to -75 dB, which 

is in the noise + clutter range. Therefore, the return caused by peeling the RAM is 

classified as clutter. This conclusion allows one to answer the third question. The other 

scattering centers, if any, are at the range noise + clutter level and are not detectable. 

The above analysis gives confidence that the measured data is the RCS of the 

bubbles and not unwanted signals from the range. Consequently, the frequency domain 
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waterfall plots represent the absolute RCS of the bubbles in RAM. Analysis of the 

waterfall plots will explain the amplitude of the scattering as it varies with frequency. 

25 deg Ang le vs Various Gonl igu ral ions 

i.r*-ri" J \JIA 

Frequency (GHz) 
Configurations 

Figure 4-5 Waterfall plot of the Various Configurations at 25 degrees 

Figure 3-7 and Figure 3-8 depicts the non-uniformity and complexity of the 

geometry of the RAM bubbles. The purpose of Figure 4-5 is to demonstrate the 

uniqueness in RCS of each RAM bubble configuration. The uniqueness is a function of 

the non-uniformity and complexity of the bubble geometry and the inherent variability of 

RCS measurements. The configurations are plotted according to Table 3-1. For instance, 

on all the waterfall plots the return of configuration 1 corresponds to Bkg4 (the range 

noise + clutter) and configuration 10 corresponds to c5rl (Configuration 5 Run 1). 
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Figure 4-6 Waterfall Plot of Range Noise + Clutter 

Figure 4-6 is a frequency domain plot of the range noise + clutter levels and is the 

frequency domain counterpart to Figure 4-2. Figure 4-6 serves as a baseline for 

demonstrating the effects of a bubble in RAM. Figure 4-7 is a plot of the RCS versus 

frequency for Configuration 3 Run 1. By comparing Figure 4-6 and Figure 4-7, the 

effects of the bubble are obvious. 
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Figure 4-7 Waterfall plot of Configuration 3 Run 1 (4"x6" bubble) 

In terms of angle dependence, Figure 4-7 shows how a RAM bubble increases the 

RCS at all angles, from grazing incidence (0°) to 45°. At near grazing angles the RCS 

increase due to the bubbles is 10-15 dB. Additionally, the RCS increases as the angle 

increases away from grazing incidence. At the higher angles, the RCS increase due to the 

bubbles is 10-20 dB. The RCS increase is relative to the noise plus clutter measurement 

of the range. The range of absolute RCS values for the various bubble sizes can range 

from -55 dBsm to -25 dBsm. 
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Figure 4-8 RCS Versus Frequency 

In terms of frequency dependence, the highest RCS is at 2-3GHz and tapers down 

as frequency increases. This result corresponds with the conclusions from the RAM 

attenuation analysis. In addition, at all angles, by 10GHz the bubble RCS matches the 

range noise + clutter level. Figure 4-8 provides an example of this effect. Therefore, 

from 10-18GHz it its impossible to speculate on the bubble RCS because its in the noise 

+ clutter. The only conclusion to draw regarding the bubble RCS at higher frequencies is 

that it is not higher that the noise + clutter level. 
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4.4 RCS Analysis of Simulated Data 
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Figure 4-9 Comparison of Measured RCS and Simulated RCS (JRMBOR) 

The simulation of a RAM bubble was a secondary goal of this thesis. The 

simulations were necessary to pursue all available avenues of research. Simulating the 

RAM bubbles permits the opportunity for exploring the viability of using simulations as 

an alternative to measuring data. If the simulations match the measurements then 

simulations could serve as a data generation capability if measurement facilities are not 

available. Simulations could also serve as a complementary method ensuring the 

measurements were performed properly. Finally, simulations could give insight to what 

one might expect before measurements are performed and precise control over geometry. 

Figure 4-9 is a comparison of the measured and simulated RCS data for approximately 
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the same size bubble (8"x8") at 25° off grazing incidence. Six points represent the 

simulated data. These points are from 2-7GHz in 1GHz increments. The simulated data 

approximately matches the measured data. The one data point to scrutinize is at 2GHz. 

There are several possible explanations for why the 2 GHz simulated point does not come 

close to matching the 2 GHz measured point. The explanations highlight the differences 

between the measurement and simulation configurations. The material measurements 

were from 4-18 GHz; therefore, it was necessary to linearly approximate the relative 

permittivity and relative permeability values for 2-4 GHz. It is possible the linear 

approximation is an incorrect approximation for those values. Another possibility for the 

difference is that the simulated testbody was entirely covered in RAM whereas the MRC 

testbody was only partially covered with a RAM strip. The final possibility is that the 

2GHz simulation happened to fall on a null in the field that produces a small return. 

In Figure 4-9 the majority of the simulated points approximately match the 

measured points. This lends credibility to using JRMBOR as a tool for generating 

simulated data. Before using simulations as an actual data generation tool, further testing 

is recommended. One specific recommendation is to resample at a higher rate between 

2-4 GHz. This might give further information needed to explain why the 2 GHz point 

does not match. Additionally, if JRMBOR is used as a tool for generating large data sets, 

a much faster computer is needed to make the collection effort efficient, particularly at 

higher frequencies. 

4.5 The Prediction Equation 

The second primary goal of this thesis is to build an empirical based RAM bubble 

RCS prediction equation with inputs of angle, frequency and bubble geometry. A subset 
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of the measured RCS database serves as an input to the linear regression process for 

generating the prediction equation. The purpose of this section is to describe the iterative 

process of building the prediction equation and then validate the equation's prediction 

ability by comparing predictions to measured data. Finally, the equation is used as a tool 

to analyze the relationship between bubble RCS and bubble length and width. 

Building a prediction equation is an iterative process of defining a model of 

independent variables, "fitting" the model to determine parameter estimates and 

residuals, and then analyzing the parameter estimates and residuals. The reason for the 

iterative process is to build the best possible model. 

Before starting this process, a data file is built containing the measured data in 

terms of RCS, angle, frequency, and bubble geometry for each configuration. The data 

file consists of only a subset of the entire measured RCS database. Using the entire 

database was unnecessary and impractical. Also, the granularity in theta is justified due 

to the primarily linear relationship to RCS. Additionally, data not used to fit the model is 

needed to perform proper model validation. The data file consists of each configuration 

in terms of frequency from 2-10GHz in 20 MHz increments, and angle from 0°-45° in 5° 

increments. The RCS analysis section determined that only range noise + clutter was in 

the 10-18 GHz range. Therefore, those frequencies were excluded. This data file was 

input into the Linear Regression software package SAS-JMP. 

In the process of determining the final model, many trial models were built. 

Additionally, the response variable (RCS) was transformed several times. The first 

transformation is from dBsm to square meters, then to meters and finally to a logistic 

transform. The logistic transform (logit_rcsm) is: 
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y  ,   P   ^ (4-4) log it_rcsm = -m(——) 
\-p 

res (4.5) 
P =  max(rcs) + S 

where res is the RCS in meters and 8 is a small value to allow 0<p<l. The logistic 

transform is used to undo a flooring effect in the data and therefore helps to stabilize the 

model's variance [16]. 

To evaluate the final model a comparison of appropriate model statistics and 

model adequacy checking plots is made with the pre-final model. The model statistics 

compared are the R2, Root Mean Square Error (RMSE), and the parameter estimates. The 

model adequacy checking plots compared are the residuals versus Logit_rcsm, histogram 

of residuals, quantile and outlier box plot of residuals, and normal quantile plots of 

residuals. 

In Table 4-1 and Table 4-2 R2 is the Coefficient of Determination and lies in the 

interval from 0-1. R2 is a measure of the variability accounted for in the model and is 

used to compare one model to another. An R2 of one would mean that all of the 

variability of the data is accounted for in the model. Therefore, the higher a model's R 

value the better it fits the data. In this case, the pre-final model's R2 = 0.541619 whereas 

the final model's R2=0.584151. This is one indication that the final model is a better 

model than the pre-final model. The adjusted R2 (R2) is similar to R2 except it is slightly 

modified to attempt to account for an increased number of independent variables added to 

the model. 
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Table 4-1 Pre-final Model 
Response: logit_rcsm 

Summary of Fit 
RSquare 0.54172G 1 
RSquare Adj 0.54161 £ 1 
Root Mean Square Error 0.813516 
Mean of Response 2.74282€ 
Observations (or Sum Wgts) 8799E 1 

Parameter Estimates 
Term Estimate Std Error t Ratio Prob>ltl 
Intercept 1057.0512 41.07153 25.74 <.0001 
theta 0.0120187 0.003142 3.83 0.0001 
theta*sqrt_ome -0.011064 0.001283 -8.63 <.0001 
length -0.707597 0.015516 -45.61 0.0000 
theta*length -0.000535 0.000581 -0.92 0.3573 
sqrt_ome*length 0.2567819 0.006334 40.54 0.0000 
theta*sqrt_ome*length -0.001367 0.000237 -5.76 <.0001 
width -1.012877 0.028192 -35.93 <.0001 
theta*width -0.007128 0.001056 -6.75 <.0001 
sqrt_ome*width 0.3721523 0.011509 32.34 <.0001 
theta*sqrt_ome*width 0.0004182 0.000431 0.97 0.3321 
length*width 0.1903429 0.004728 40.26 0.0000 
theta*length*width -0.000322 0.000177 -1.82 0.0687 
sqrt ome*length*width -0.070232 0.00193 -36.39 <.0001 
theta*sqrt ome*length*width 0.0005326 0.000072 7.37 <.0001 
sqrt_omegabin -2915.882 113.8796 -25.60 <.0001 
sqrt_ome*sqrt_ome 3305.5932 129.7964 25.47 <.0001 
sqrt_ome*sqrt_ome*sqrt_ .ome -1966.597 77.86346 -25.26 <.0001 
sqrt_ome*sqrt_ome*sqrt_ _ome' 'sqrt_ome 648.39286 25.93898 25.00 <.0001 
sqrt_ome*sqrt_ome*sqrt_ .ome' 'sqrt_ome*sqrt_ome -112.439 4.551906 -24.70 <.0001 
omegabin3 8.017896 0.328896 24.38 <.0001 

The estimates column is also an important factor to understand. The estimate is 

the unknown parameter coefficient (ß) generated by the LSE process. A large estimate 

indicates the parameter is a highly significant contributor in the model whereas a lower 

estimate indicates the parameter is a less significant contributor in the model. The term 

column represents the independent variables used to fit the model and the response 

(logit_rcsm) represents the dependent variable. 
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Table 4-2 Final Model 

Response: logit_rcsm 
Summary of Fit 

RSquare 0.584151 
RSquare Adj 0.584064 
Root Mean Square Error 0.740437 
Mean of Response 2.716641 
Observations (or Sum Wgts) 86412 

Parameter Estimates 
Term Estimate Std Error t Ratio Prob>ltl 
Intercept 1001.471 37.61553 26.62 <.0001 
theta 0.0093725 0.002179 4.30 <.0001 
theta*sqrt_ome -0.009974 0.000903 -11.05 <.0001 
length -0.717204 0.007652 -93.73 0.0000 
sqrt_ome*length 0.2595045 0.003274 79.25 0.0000 
theta*sqrt_ome*length -0.001492 0.000044 -34.12 <.0001 
width -0.934972 0.017868 -52.33 0.0000 
theta'width -0.010025 0.000499 -20.09 <.0001 
sqrt_ome*width 0.3383834 0.007452 45.41 0.0000 
theta*sqrt_ome*width 0.0017801 0.000215 8.29 <.0001 
length*width 0.1808437 0.002333 77.51 0.0000 
sqrt ome*length*width -0.065963 0.000998 -66.08 0.0000 
theta*sqrt_ome*length*width 0.0003642 0.000013 27.30 <.0001 
sqrt_omegabin -2775.993 104.2937 -26.62 <.0001 
sqrt_ome*sqrt_ome 3162.6282 118.867 26.61 <.0001 
sqrt_ome*sqrt_ome*sqrt_ _ome -1890.566 71.3051 -26.51 <.0001 
sqrt_ome*sqrt_ome*sqrt_ _ome ksqrt_ome 626.17049 23.75367 26.36 <.0001 
sqrt_ome*sqrt_ome*sqrt_ _ome >sqrt_ome*sqrt_ome -109.0511 4.168351 -26.16 <.0001 
omegabin3 7.8072637 0.30118 25.92 <.0001 

The Prob>|t| value in the parameter estimates table is also important to analyze. If 

a particular term's Prob>|t| is >0.0001 then that term is not a significant factor in the 

model and therefore warrants deletion. The final model has two fewer terms than the pre- 

final model, which reduces the residual's variance. The reduction in variance is observed 

in the model root mean square error (RMSE). The final model's RMSE is lower than the 

pre-final model's RMSE. 

The next step in the iterative model building process is to observe the behavior of 

the residuals. Residuals are defined as the difference between the actual measured data 

point used to develop the model and the value that is modeled for that data point. 

Montgomery [16] explains that one can view residuals, as realizations of the model errors 
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or a measure of the variability not explained by the model. The first comparison to make 

is Residuals versus Logit_rcsm plots of the final model and the pre-final model. 
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Figure 4-10 Residuals versus Logit_rcsm Pre-final Model 
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Figure 4-11 Residuals versus Logit_rcsm Final Model 
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Comparing Figure 4-10 and Figure 4-11, Figure 4-10 does not have as much 

symmetry as the pattern in Figure 4-11. This indicates some nonconstant variance of the 

residuals in the pre-fmal model. Nonconstant variance is a violation of one of the basic 

assumptions that allow for statistical inference. 

The next step involved in the residuals analysis is to analyze the histogram of 

residuals, quantile and outlier box plot of residuals, and normal quantile plots of 

residuals. These plots help to check the assumptions about the errors in the model. 

Normal Quantile 

Figure 4-12 Histogram, Quantile, and Outlier, and Normal Quantile Plots of the Pre-flnal 
Model Residuals, Respectively 

Figure 4-12 explains the behavior of the pre-final model residuals. The first 

feature to notice is that the histogram of residuals plot is not very normal. The second 

feature is the large number of outlier's (shaded areas on top and bottom) on the quantile 

and outlier plot. The final feature is the tails on the normal quantile plot. If the residuals 

came from a normal distribution, we would expect the normal quantile plot to be linear. 
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One method used for dealing with outliers is to discard them. This is an iterative 

process within itself. The procedure followed for dealing with outliers for this model was 

to use Equation (4.6) as a decision aid in identifying the outlier points. 

ignoreif\et \ > 2.5^MSE (4-6) 

The translation of Equation (4.6) is that it defines an outlier as any residual value that is 

greater that 2.5 standard deviation away from the residuals mean. 

A total of 1586 of data points were identified as outliers and excluded. This 

represents only 1.8% of the total data. The outliers were extreme observations in the 

range of-60dBsm to -90 dBsm. This does not mean that all the points in that range were 

excluded, only those points that were identified as outliers. 
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Figure 4-13 Histogram, Quantile, and Outlier, and Normal Quantile Plots of the Final 
Model Residuals, Respectively 
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After the outliers were identified and excluded and the two insignificant terms in 

the pre-final model were deleted the final model was generated. 

Table 4-2 represents the final model. Comparing Figure 4-10 and Figure 4-11, Figure 

4-11 has a symmetric pattern indicating more constant variance. Also, this indicates a 

lack of independence of the residuals from the independent variables. In addition, the 

comparison of Figure 4-12 to Figure 4-13 illustrates the effect of excluding the outlier 

points. The final models histogram of residuals is fairly symmetric and although not 

perfectly normal, the hypothesis testing procedures for the parameter estimates and 

predictions are robust against violations of normality if the error distribution is symmetric 

and unimodal. In practical terms, this is a very good fit. Additionally, there are a reduced 

number of outliers on the Quantile and Outlier plot. The Normal Quantile plot is slightly 

less curved. These results allow one to conclude that a good model has been produced. 

One point not discussed in the previous analysis of the prediction equation is the 

width of the confidence interval's (C.I.). The C.I.'s width is approximately 20 dB or 

±10 dB on either side of the predicted values. The C.I. width is another method for 

accessing a model's predictive performance, with narrower C.I.'s being better than wide 

C.I.'s. The C.I's width is a function of the variability in the data. Some of the sources of 

the variability in this data are from inaccuracies in the physical measurement of the 

bubbles length and width, non-uniformity of the bubble shapes, and the inherent 

variability in the RCS measurement process. 

There are three possible techniques to produce narrower C.I's, which in turn will 

also produce a better prediction equation. The first technique is to better control the 

bubble geometry and characterize the variability in physical measurement of the length 
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and width. The second technique is to apply the concepts of designed experiments. The 

third technique is to perform more in depth statistical sleuthing with the LRA tools. Used 

alone, each of these techniques should help decrease the C.I.'s and produce a better 

regression model. However, it is recommended that all these techniques be used in 

concert to produce the best possibile prediction model. 

Reducing the physical variability and non-uniformity in the bubble geometry is a 

difficult task, however, through trial and error one should be able to produce a fairly 

symmetric and uniform bubble. One idea is, instead of using styrofoam pieces to produce 

a bubble, drill a hole on the backside of the testbody and use a screw to "push" the RAM 

into a bubble. Another idea for dealing with the physical variability is to characterize the 

variability. This could be accomplished by repeated measurement of the bubble length 

and width before and after each RCS measurement. Therefore, one could calculate an 

uncertainty factor (standard deviation) associated with the length and width. 

The process of experimentation is a basic tool of the scientific method and in 

experimentation a response is measured as various factors are systematically changed, 

while other factors are held constant. The final goal of experimentation is to determine 

how the different factors affect the response. Experimental design is the process of 

determining the fewest number of measurements needed to gain the desired data. In this 

experiment, the only adjustable variables are the bubble length and width. In this 

experiment the length and width factor design points are depicted in Figure 4-14. 
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Figure 4-14 RAM Bubble Design Points 

Almost all of the width variables are 4". A better-designed experiment would 

cover a broader range of length and width combinations. An example of a better- 

designed experiment is shown in Figure 4-15. Of course, the biggest obstacle in 

achieving these design points is actually producing bubbles of those sizes in the RAM. 
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Figure 4-15 Proposed RAM bubble Design Points 

The last technique recommended to decrease the C.I.'s and possibly produce a 

better regression equation is to modify the approach taken to generate the prediction 
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equation. The present model, Equation (4.7), was fit to all of the measured 

configurations. Another approach could be to fit a model for a subset of the 

configurations. In other words, fit a model for "small" bubbles, fit another model for 

"medium" bubbles, and fit another model for "large" bubbles. Some other ideas are to 

"smooth" or average the data, fit a model over a narrower range of frequencies, or fit a 

model over a narrower range of angles. The next step is to validate the model. 

The goal of model validation is test the predicative ability of the model. Model 

validation accesses the strengths and weaknesses of a model. Model validation is 

different than the model adequacy-checking goal of ensuring the model is properly fit to 

the data. 

G3R1 Predicied and Measured (12 Deg) 
-20 

5 6 
Frequency (GHz) 

Figure 4-16 C3R1 (6"x4") Comparison of Predicted and Measured RCS 
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The Final model's equation is composed of the 18 terms and associated estimate in 

Table 4-2. The full equation is reiterated here in Equation (4.7). 

- ln(—£) = 1001.471 + 0.00937250 - 0.0099740V« - 0.717204Z + 0.2595054ZV« 
P 

- O.OO14920zVö) - 0.934972JF - 0.0100250^ + O.3383834V«^O.OO178OlVö?)^0 

0.1S0S431LW - 0.065963ZFrV<ö + 0.0003642 4a>LWd - 2775.9937« + 3162.6282« 

-1890.566«372 + 626.17049«2 -109.051 Ico512 + 7.8072637«3 

(4.7) 

To predict a bubble RCS in dBsm, all of the data is transformed out of the logistic 

transform to RCS in meters, then squared, and then put in dBsm. 

C5R1 Predicted and Measured (17 Deg) 
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Figure 4-17 C5R1 (5"x4") Comparison of Predicted and Measured RCS 
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The model was validated on data not used to build the model (e.g.- angles not 

divisible by five). In other words, the validation data is "fresh" data for the model. 

Figure 4-16, Figure 4-17 and Figure 4-18 are representative plots generated while 

performing model validation tests. The plots compare the measured and predicted values 

along with the predicted value's prediction confidence intervals. The prediction 

confidence interval is the interval around the prediction that has a 95% probability of 

containing the true value. The underlying reason for the wide intervals on these 

predictions is the extreme variability in the higher frequency data. 
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Figure 4-18 C1R2 (1 l"x3.5") Comparison of Predicted and Measured RCS 

4-26 



In the process of validating the final model, only one inadequacy was noticed. 

The model tends to give poor predictions for bubbles with long lengths (lengths > 10"). 

An example of not predicting a long length value well is shown in Figure 4-18. By 

comparing, Figure 4-18 to Figure 4-16 it is apparent that Figure 4-18 is not a strong fit 

whereas Figure 4-16 is a very strong fit. Figure 4-17 is an example of an average fit. A 

possible reason why long length values do not fit well is that only a few configurations 

used as data for building the prediction equation have long lengths. Therefore, one is 

extrapolating. Conversely, most of the configurations had a length value in the range of 

4"-6" and the prediction equation responds strongly to those values as input. When we try 

to predict in these ranges one is interpolating. 
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Figure 4-19 Predictive Capabilities Example by Varying Lengths and Widths (3°) 

With the prediction equation built and validated, one can use it to gain insight into 

relationships in the bubble RCS data. Figure 4-19 and Figure 4-20 are examples of a 

demonstration of the model's predictive ability. The length and width relationships are 

explored by varying the length from 0"-10", varying the width from 3"-6" and fixing 

frequency and angle, 2 GHz and 3° respectively. Figure 4-19 shows the width variable is 

the dominant factor. For a 3" width, RCS increases with increasing length. For a 4" 

width, RCS remains constant with increasing length. For 5" and 6" bubbles, RCS 

decreases as length increases. Figure 4-20 shows similar results but for a 33° angle. 
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Figure 4-20 Predictive Capabilities Example by Varying Lengths and Widths (33°) 

4.6 Bubble effects on a low RCS target 

Demonstrating a perturbation of a low RCS, target's signature from a bubble is a 

secondary goal of this thesis. Without it, the impact of a bubble on a target is not fully 

appreciated. This section demonstrates the increase in a low RCS target's signature due 

to a bubble and the resulting increase in radar detection range. The low RCS target used 

for analysis is the NASA almond calculated with the XpatchF software. A series of RCS 

versus frequency plots facilitates visualizing the signature perturbation. Both the 

coherent and incoherent cases are examined. Following the plots, a calculation using the 

radar range equation quantifies the change in detection range for an L-band search radar. 
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Figure 4-21 Comparisons of the Coherent RCS of an Almond with and without Bubbles 

Figure 4-21 depicts the case of coherent addition of the RAM bubble E-fields to 

the almond's E-fields. Coherent addition accounts for both the magnitude and phase 

components of the E-fields and is the most accurate representation of the target. 

Therefore, if the E-fields are completely out of phase a deep null is obtained in the 

signature. Conversely, if the E-fields are completely in phase, a peak is produced. 

Figure 4-21 compares the Almond RCS with and without bubbles. The RCS 

analysis of section 4.3 concluded that RAM bubbles have the highest RCS at low 

frequencies. Figure 4-21 validates the impact of that conclusion. The bubbles increase 

the almond's signature at the lower frequencies. One other point is the apparent increase 

in RCS at the higher frequencies. This increase is a result of adding the range noise + 
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clutter and is an artifact from the measurement. Therefore, one cannot draw any 

conclusions on the bubble impact at the higher frequencies. 
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Figure 4-22 Coherent Changes in dB due to the Bubbles 

Figure 4-22 depicts the coherent change in dB produced by the bubble and is 

another method for analyzing the bubble's impact. The plot was generated by subtracting 

the coherent almond's RCS in dBsm from the coherent almond with bubble's RCS in 

dBsm.  At the low frequencies, the bubble changes the signature by approximately 15-20 

dB. Again, the 1-5 dB increase at the higher frequencies is noise + clutter and is a 

distortion of the data. 
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Figure 4-23 Comparisons of the Incoherent RCS of an Almond with and without Bubbles 

Figure 4-23 and Figure 4-24 represents the case of the incoherent addition of the 

almond and bubble's E-flelds. Incoherent addition only adds the magnitude of the E- 

fields. This shows what the signature looks like without accounting for the phase 

component and therefore the nulls in the pattern are only from the magnitude changes. 

The incoherent case is similar to the coherent case because it also shows the bubble has 

the strongest impact at lower frequencies. Again, the higher frequency increases are due 

to range noise + clutter in the measurement data and therefore are inconclusive. 
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Figure 4-24 Incoherent Changes in dB due to the Bubbles 

Figure 4-24 depicts the incoherent change in dB produced by the bubble and is 

another method for analyzing the bubble impact. The plot was generated by subtracting 

the incoherent almond's RCS in dBsm from the incoherent almond with bubble's RCS in 

dBsm. These results are similar to the coherent case except the coherent case is 

approximately 5 dB higher in the lower frequencies. 
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Figure 4-25 Effect of a Dominant Scatterer 

The effect of a dominant scatterer is depicted in Figure 4-25. Adding 5,10 and 15 

dB of signal to the RCS of the almond and then incoherently adding the bubble E-field 

produced this plot. For 2-3 GHz, the bubble is the dominant scatterer and increasing the 

almond RCS has little effect. Conversely, the almond's RCS dominates the signature in 

the higher frequencies and the range noise + clutter has little effect. 

Possibly, the ultimate demonstration of the impact of a bubble on a low RCS 

target is to calculate a change in the target's detection range due to the bubble. Skolnik 

[21] gives specifications for an ASR-8 L-Band search radar (2.5 GHz operating 

frequency) and the proper version of the Radar Range equation that applies to search 

radars. 
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R = 
PtG

2Ä2qfrd 

(4nf SNRkTBFw 

(4.7) 

R = Range 

Pt = Peak Power 

G = Antenna Gain 

X = wavelength 

c = RCS 

fr = Pulse Repetition Freq 

6 = 3 dB beamwidth 

k= Boltzmans constant 

T = Room Temperature 

B = Noise Bandwidth 

F = Noise Figure 

CO = scan rate 

The specifications for the ASR-8 radar are inserted into Equation (4.7) along with 

the almonds RCS with and without a bubble. Table 4-3 summarizes the change in 

detection range calculations. The detection range change is based on the assumption that 

no clutter is present. The increase in detection range due to the bubble is a clear indicator 

that bubbles can have a detrimental effect on the RCS of LO systems and therefore 

maintenance actions are necessary to preserve RCS signature integrity. 

Table 4-3 Summary of Change in Detection Range 

Almond 

Almond with one bubble 

RCS (dBsm) 

-51.86 

-34.17 

-17.69 

Detection Range (km) 

10.961 

30.346 

19.385 
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4.7 Summary 

The primary objective of Chapter IV was to analyze the measured data and 

provide answers to the research goals posed in Chapter I. The research goals set out in 

Chapter I were to characterize the absolute RCS of RAM bubbles and use linear 

regression analysis to develop a prediction equation relating RCS to angle, frequency, 

and bubble geometry. Additionally, secondary goals of the thesis were assessing the 

viability of using simulated data to generate RCS data of RAM bubbles and also 

demonstrating the detrimental effects of a bubble on a low RCS targets signature. 

The results from the absolute RCS measurement of the various sized RAM 

bubbles were discussed in terms of a frequency dependent increase in RCS. In the 

frequency band of interest, 2 -18GHz, a RAM bubble increases the RCS at all angles, 

from grazing incidence (0°) to 45°. From 10 -18GHz the RAM bubble does not cause an 

increase in RCS. The actual dB increase in RCS is highly dependent on angle, frequency 

and bubble size. In general, the highest RCS is at 2GHz and tapers down as frequency 

increases. Additionally, the RCS increases as the angle increases away from grazing 

incidence. At near grazing angles, the RCS increase due to the bubbles is 10-15dB. At 

the higher angles, the RCS increase due to the bubbles is 10-20dB. The RCS increase is 

relative to the noise plus clutter measurement of the range. Finally, the range of absolute 

RCS values for the various bubble sizes can range from -55 dBsm to -25 dBsm. 

The result of the linear regression analysis is Equation (4.7). Equation (4.7) is the 

prediction equation that uses input parameters of angle, frequency, and bubble geometry 

to output a predicted RCS value for a RAM bubble. Subsequently, a demonstration of 
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the predictive capabilities of the equation discovered that bubble width is the dominant 

factor. Knowing this, one concludes that flightline RAM maintainers should fix long 

narrow bubbles before fixing wider more symmetric bubbles. 

Analysis of the simulation results of JRMBOR revealed that the majority of the 

simulated points approximately match the measured points. This lends credibility to 

using JRMBOR as a tool for generating simulated data. However, further testing is 

recommended before using simulations as an actual data generation tool. 

The final point made regarding RAM bubbles was the calculation the change in 

detection range of a low RCS target due to the bubble. Using the NASA almond as a 

target against an L-Band radar, assuming no clutter, the radar range equation showed that 

the almond's detection range is increased by 19.385 km. This represents a 176% increase 

in detection range. Mission planners could use this type of analysis for changing aircraft 

ingress and egress routes if maintainers do not have the option of repairing degraded 

RAM due to bubbles. 
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Chapter 5 Conclusions and Recommendations 

5.1 Conclusions 

In this thesis, a database of the measured RCS of RAM bubbles is generated. The 

database is used to characterize the absolute RCS of the RAM bubbles and develop a 

RAM bubble RCS prediction equation. The purpose of the characterization and 

prediction equation is to give engineers and maintainers insight into the detrimental 

effects of bubbles in RAM. Additionally, other avenues of research are pursued. 

Simulated RCS measurements of the RAM bubbles are accomplished to compare with 

the measured results. This comparison demonstrates the viability of using simulations as 

an alternative to measuring data. 

The range of absolute RCS values for the various bubble sizes can range from -55 

dBsm to -25 dBsm. The actual dB increase in RCS is highly dependent on angle, 

frequency and bubble size. In general the highest RCS of a RAM bubble is at 2GHz and 

tapers down as frequency increases. The RCS increase is relative to the noise plus clutter 

measurement of the range. 

The result of the linear regression analysis is Equation (4.7). Equation (4.7) is the 

prediction equation that uses input parameters of angle, frequency, and bubble geometry 

to output a predicted RCS value for a RAM bubble. Subsequently, a demonstration of 

the predictive capabilities of the equation discovered that bubble width is the dominant 

factor. 

Finally, a calculation of the change in detection range of a low RCS target is 

accomplished. Using the NASA almond as a target against an L-Band radar, assuming 
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no clutter, the radar range equation shows that the almond's detection range due to the 

bubble is increased by 19.385 km. This represents a 176% increase in detection range. 

5.2 Recommendations 

Based on the analysis and results of this thesis, it is recommended that future 

research continue in the following areas. 

The first recommendation is to have a statistician trained in data mining 

thoroughly analyze the data. Insights gained through statistical inference can describe 

relationships in data that are otherwise difficult to see. 

The second recommendation is to generate more measured RCS data on the RAM 

studied herein. The measurements needed are much smaller geometry bubbles (e.g. 2- 

3"x2-3"). These measurements could then be added to the database and a new prediction 

model could be refit. Additionally, it is recommended that the data be averaged to reduce 

variability from the noise or only fit the model in a 2-6 GHz frequency range. 

The third recommendation is to generate measured RCS bubble data on several 

different types of RAM. These measurements could be added to the current database to 

generate a new model that includes the er and |ir as variables for input. Then possible 

relationships could be studied to try to find an er and \iT that produces RAM that, if 

degraded from bubbles, does not negatively effect the target's signature. 

The last recommendation is to pursue generating the RAM bubble RCS 

measurements through simulations. If the simulations match the measurements, then 

simulations could serve as a data generation capability if measurement facilities are not 

available. Another idea is that simulations could serve as a complementary method, 

ensuring the measurements were performed properly. In addition, simulations could give 
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insight to what one might expect before measurements are performed. However, if 

JRMBOR or other low frequency software is used as a tool for generating large data sets, 

a much faster computer is needed to make the collection effort efficient. 
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Appendix A 

This appendix is a compilation of the 3-D image plots for each configuration. The 

3-D image plots identify scattering centers relative to downrange and crossrange. 
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Figure A-7 Configuration 4 Run 1 (8" x 8") 
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Figure A-9 Configuration 5 Run 1 (4" x 5") 
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Appendix B 

This appendix is a compilation of the waterfall plots generated for the various 

bubble configurations. Each plot depicts the RCS in dBsm of one configuration for a 

frequency range of 2-18 GHz and angles of 0° to 45° in 5° increments. 
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Figure B-2 Waterfall plot of Configuration 1 Run 1 (4"x8" bubble) 
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Figure B-5 Waterfall plot of Configuration 3 Run 1 (4"x6" bubble) 
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Figure B-6 Waterfall plot of Configuration 3 Run 2 (5"x7" bubble) 
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Figure B-7 Waterfall plot of Configuration 3 Run 3 (5"x7" bubble) 
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Figure B-8 Waterfall plot of Configuration 3 Run 4 (5"x7" bubble) 
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Figure B-9 Waterfall plot of Configuration 4 Run 1 (8"x8" bubble) 
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Appendix C 

This appendix is a compilation of the waterfall plots generated for each angle 

from 0° to 45° in 5° increments. Each plot depicts the RCS in dBsm of one angle for a 

frequency range of 2-18 GHz and all configurations. The purpose of the waterfall plots is 

to demonstrate the uniqueness in RCS of each RAM bubble configuration. The 

uniqueness is a function of the non-uniformity and complexity of the bubble geometry 

and the inherent variability of RCS measurements. The configurations are plotted 

according to Table 3-1. For instance, on all the waterfall plots the return of configuration 

1 corresponds to Bkg4 (the range noise + clutter) and configuration 10 corresponds to 

c5rl (Configuration 5 Run 1). 
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Figure C-3 Waterfall plot of the Various Configurations for 10 degrees 
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Figure C-6 Waterfall plot of the Various Configurations for 25 degrees 
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Figure C-7 Waterfall plot of the Various Configurations for 30 degrees 
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Figure C-8 Waterfall plot of the Various Configurations for 35 degrees 
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Figure C-9 Waterfall plot of the Various Configurations for 40 degrees 
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Appendix A 

This appendix is a compilation of the 3-D image plots for each configuration. The 

3-D image plots identify scattering centers relative to downrange and crossrange. 
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